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1 MOTIVATION
Providing performance, portability, and productivity for data-parallel
computations on state-of-the-art parallel architectures and varying
input data sizes is challenging. For example, for high performance,
the programmer has to optimize its source code for the hardware
of modern parallel devices, e.g., Intel multi-core CPU or NVIDIA
many-core GPU which are characterized by deep and complex core
and memory hierarchies. For portable performance over such ar-
chitectures – i.e., the same source code achieves a consistent level
of high performance over di�erent architectures – the program-
mer has to consider that architectures may di�er signi�cantly in
their characteristics, e.g., the number of cores and size of caches.
Moreover, performance portability also has to be ensured over
di�erent input sizes: for example, a high-performance implemen-
tation of matrix multiplication on traditional big, power-of-two
input sizes is programmed fundamentally di�erently as compared
to matrix multiplication on small, irregularly-shaped input matrices
as currently used in deep learning. Furthermore, modern architec-
tures are usually programmed on a low level, e.g., in OpenCL – an
emerging de-facto standard for uniformly programming di�erent
architectures, such as CPU and GPU – which severely decreases
programming productivity for such architectures: the programmer
has to explicitly deal with complex index computations, manage
synchronization, mange thread ids and memory indices on di�erent
core/memory layers, etc.

We provide an approach to address all the aforementioned chal-
lenges – performance, portability, and productivity – for our class of
data-parallel computations to which we refer as Multi-Dimensional
Homomorphisms (MDHs):

(1) We de�ne MDHs formally [13] as a class of functions that
cover important data-parallel computations, e.g., linear al-
gebra routines (BLAS), stencil computations, data mining
algorithms, and tensor contractions.

(2) We enable conveniently expressing MDHs by introducing a
high-level Domain-Speci�c Language (DSL) for them [13].

(3) We provide a DSL compiler to generate OpenCL program
code from expressions in our DSL [2]. We generate our
OpenCL code as fully automatically optimizable (auto-tunable) –
for each arbitrary combination of an MDH function, target
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architecture, and input size – by generating the code as tar-
geted to the OpenCL’s abstract device models (rather than a
particular architecture) and as parametrized in the models’
performance-critical parameters, e.g., the number of threads
and size of tiles on di�erent core/memory layers.

(4) We provide our own general-purpose Auto-Tuning Frame-
work (ATF) [12] to automatically choose optimized values of
our code’s parameters – for any arbitrary combination of an
architecture and input size.

We show that with our MDH+ATF approach, we often reach sig-
ni�cantly better performance than state-of-the-practice performance-
portable approaches (e.g., the popular Lift framework [15]) and
competitive or even better performance than hand-optimized ap-
proaches, e.g., the assembly-optimized, vendor-provided libraries
Intel MKL and NVIDIA cuBLAS for linear algebra routines (BLAS).

2 APPROACH
In our approach, we generate code for MDHs [13] which are for-
mally de�ned as follows: Let T and T 0 be two arbitrary data types.
A function h : T [N1 ] . . . [Nd ] ! T 0 on d-dimensional arrays
of size N1 ⇥ . . . ⇥ Nd and with elements in T is called a Multi-
Dimensional Homomorphism (MDH) i� there exist combine operators
~1, . . . , ~d : T 0 ⇥ T 0 ! T 0, such that for each integer k 2 [1,d]
and arbitrary, concatenated input array a ++k b in dimension k , the
homomorphic property is satis�ed: h( a ++k b ) = h(a) ~k h(b).
In words: the value of h on a concatenated array in dimension k
can be computed by applying h to the array’s parts a and b and
combining the results afterwards by using combine operator ~k .

We express MDHs in our DSL using our md_hom parallel pat-
tern [13] which we de�ne as follows. Every MDH h is uniquely de-
termined by its combine operators ~1, . . . , ~d and its behavior f on
scalar values (i.e., f (a[0] . . . [0] ) = h(a) for every a 2 T [1] . . . [1]).
This enables expressing h using our md_hom higher-order function
(a.k.a. parallel pattern) which takes these functions as parameters:

h = md_hom( f , (~1, . . . , ~d ) )
For example, matrixmultiplication MatMul is expressed using md_hom
as follows:

md_hom( ⇤, (++, ++, +) ) � view(A,B)(i,j,k)(A[i,k],B[k,j])
Here, view is the second pattern of our DSL, which we use to
uniformly prepare a domain-speci�c input for md_hom. For MatMul,
function view takes as input the two matrices A,B and the array
indices i,j,k; it yields the pair (A[ i ][ k ], B[ k ][ j ]) which is
used as input for GEMM’s scalar function f = ⇤.

We generate OpenCL code for MDHs which are expressed in
our DSL via patterns md_hom and view (we have embedded both in
C++ in form of functions of a programming library [2]). A major
feature of our OpenCL code is that we generate it as targeted to
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the OpenCL’s abstract device models and as parameterized in these
models’ performance-critical parameters; this allows automatically
optimizing our code for any particular combination of an architec-
ture and input size using classical auto-tuning. For example, our
code is parameterized in the number of threads and the size of
tiles – on both layers of OpenCL’s core and memory layers and in
all dimensions of the multi-dimensional input.

To determine optimized values of our code’s performance-critical
parameters (a.k.a. tuning parameters), we provide our own general-
purpose Auto-Tuning Framework (ATF) [12] which has a major-
advantage over the state-of-the-art general-purpose auto-tuning
approaches [1, 9, 11, 17]: it enables auto-tuning programs with
interdependent tuning parameters. For example, in our generated
code, we auto-tune the size of tiles on di�erent memory layers, and
a tile size on a lower memory layer has to be smaller or equal than
a tile size on an upper layer, because a lower-layer tile is a chunk
of an upper-layer tile – this can be conveniently expressed in our
ATF approach, and ATF can e�ciently generate, store, and explore
the search space of such interdependent tuning parameters, which
is not possible with the other state-of-the-art general-purpose auto-
tuning frameworks.

3 EXPERIMENTAL EVALUATION
We experimentally evaluate our MDH+ATF approach using com-
putations from four important areas: 1) GEneral Matrix-Matrix
multiplication (GEMM) and GEneral Matrix-Vector multiplication
(GEMV) from the area of linear algebra (BLAS), 2) Gaussian2D
convolution and Jacobi3D which are stencil computations, 3) Prob-
abilistic Record Linkage (PRL) which is important in data mining,
and 4) tensor contractions which are essential in machine learning.
For evaluation, we use a dual-socket system equipped with two
Intel Xeon E5-2640 v2 8-core CPUs and an NVIDIA Tesla V100-
SXM2-16GB GPU.

We compare the performance of our automatically generated and
auto-tuned OpenCL code on Intel CPU and NVIDIA GPU against
several state-of-the-practice approaches: 1) Lift [15] – an academic
framework – which is closely related to our approach and has
proven to provide high, portable performance for BLAS and stencil
computations [4, 16]; 2) Intel MKL/MKL-DNN [6, 7] and NVIDIA
cuBLAS/cuDNN [5, 10] – vendor-provided BLAS libraries – which
are optimized by hand at the assembly level to provide highest
performance for BLAS (MKL and cuBLAS) or Gaussian stencils
(MKL-DNN and cuDNN) on Intel or NVIDIA hardware, correspond-
ingly; 3) EKR [14] – the original JAVA implementation from the
largest cancer registry in Europe for Probabilistic Record Link-
age – an important application in data mining; 4) COGENT [8]
and Facebook’s Tensor Comprehensions [18] for high-performance
tensor contractions on NVIDIA GPUs.

For a challenging comparison, we use i) real-world input sizes
(abbreviated by RW in the following), e.g., taken from the state-of-
the-art deep-learning framework Ca�e [19]; for example, we use
for GEMM’sM ⇥K and K ⇥ N input matrices a size of (M,N ,K) =
(10, 500, 64) which is repeatedly called in Ca�e’s siamese sample,
and ii) input sizes that are preferable for our competitors (abbrevi-
ated by PC), e.g., big, square, power-of-two input matrices of size
1024 ⇥ 1024 in case of GEMM for which Lift, MKL and cuBLAS are
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Figure 1: Speedup of our automatically generated and auto-
tuned code for linear algebra routines (BLAS) on Intel CPU
(left) and NVIDIA GPU (right).
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Figure 2: Speedup of our automatically generated and auto-
tuned code for stencil computations on Intel CPU (left) and
NVIDIA GPU (right).
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Figure 3: Speedup of our automatically generated and auto-
tuned code for Probabilistic Record Linkage (PRL) on Intel
multi-core CPU.
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Figure 4: Speedup of our automatically generated and auto-
tuned code for Tensor Contractions on NVIDIA GPU.

highly optimized. For EKR, we use di�erent power-of-two input
sizes, and for tensor contractions, we use the 9 original RW sizes
from [8].

For a fair comparison, in all experiments, we use exactly the same
auto-tuning time of our competitors. For example, we auto-tune
our stencil kernels for 5h which is exactly the same auto-tuning
time that Lift uses for its stencil kernels.

Our experimental results are depicted in Figures 1-4. Our good
results are because our generated OpenCL code can be auto-tuned
for both core and memory layers of OpenCL’s device models and
in all dimensions of the multi-dimensional input.

A detailed discussions of our results can be found in [2, 3].
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