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Observation:

We present a systematic ML code generation process that fully automatically  
achieves high performance across an extensible set of architectures

State-of-the-art ML compilers/libraries 
struggle with fully automatically achieving high performance 

for an extensible set of target architectures 

Examples:

CUTLASS
Inductor

cuBLAS/cuDNN



Overview
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End-to-end ML Code-Generation approach:

Built around three core IRs with  
automated transformations between them

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

HL-IR LL-IR CL-IR OpenMP

OpenCL

CUDA

High-Level
IR

• Expresses a wide range of data-

parallel computations 
• Agnostic from hardware and 

optimization details 
• Captures high-level information 

relevant for generating high 
performing code

Low-Level
IR

• Expresses (de/re)-compositions of 

data-parallel computations 
• Data Movement & Parallelization 

Optimizations expressed, by 
assigning (de/re)-composed 
computations to memory and core 
hierarchy of target architecture 

Code-Level
IR

• Represents imperative-style 

program code for data-parallel 
computations 

• Code-level optimizations simple to 
express: CL-IR specifically limited 
and tailored to expressing data-
parallel computations

Based on  

MDH
Based
[1]

Auto-Tuning [2]

Transition: 


Functional 
→
Imperative 


CL → CL

…

Straightforward

(no 
optimizations 
required)

User
CL → {…}

CUDA → CUDA

OpenMP → OpenMP

OpenCL → OpenCL

LL → CLHL → LL
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Agenda Today 
(Basic Idea & Motivation)

Built around three core IRs with  
automated transformations between them
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



HL-IR: High-Level IR
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What is happening here: 

• inp_view captures the accesses to input data


• md_hom expresses the core algebraic computation


• out_view captures the accesses to output data

Example: MatVec expressed in HL-IR (using its Python DSL representation)

def matvec( T: BasicType, I: int, K: int ):
    @mdh()
    def mdh_matvec():
       return (
            out_view[T]( w = [lambda i,k: (i)] ),
              md_hom[I,K]( mul, ( cc, pw(scalar_plus) ) ),
                inp_view[T,T]( M = [lambda i,k: (i,k)] ,
                               v = [lambda i,k: (k)  ] ) )

High-Level Representation of MatVec

The HL-IR uniformly expresses  
ML computations,  

abstracting away low-level details  
while preserving high-level 

algebraic information



HL-IR: ML Examples
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 Important ML kernels can be expressed uniformly in HL-IR

Fig. 5. DL operators expressed in MDH

Fig. 5. DL operators expressed in MDH

Fig. 5. DL operators expressed in MDH

Fig. 5. DL operators expressed in MDH

Linear Algebra, Contractions, … 
(Computation Specification)

Point-Wise, Re-Shaping, … 
(Computation Specification)

Linear Algebra, Contractions, … (Data Specification)

Point-Wise, Re-Shaping, … (Data Specification)
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



Goal: Expressing optimized de-composition and re-composition of ML computations
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Assignment of tile 
computations to  
core hierarchy  

of target device

Assignment of tile 
computations to  
memory hierarchy  
of target device

De-CompositionRe-Composition

Scalar Computation
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<latexit sha1_base64="nv24GgyV4Q5H4DyM4yAa56FfbUs=">AAAGPniczVRfTxNBEF+QKp7/QB992dhgEArpNUQNxIQgJvAAVvlruqXZ29u2G+72Lrt70Lq578YH8Av4BXwzJj6Z6INzhUJ7oCE+ucklszO/+c3szNx4cSC0KZc/j4zeGCvcvDV+27lz9979BxOTD3d1lCjGd1gURGrfo5oHQvIdI0zA92PFaegFfM87fJ3Z94640iKS26Yb83pIW1I0BaMGVI2JJvF4S0hLA9GSM6lDlGi1DVUqOsb4KTG8Y4yxeGMR47WNmluq1FNMiIMHzwXsaJH0YHWMgYpLv8/bmCiW58u9gy8L7plQRGen2pgcOyF+xJKQS8MCqnXNLcembqkyggU8daZIonlM2SFt8RqIkoZc122vIimeAo2Pm5GCTxrc0zqDHv6RiHXPp5R3HsRZGmrdDT1gDKlp67wtU15lqyWm+bJuhYwTwyU7TaiZBNhEOGsD9oXizARdEChTAh6FWZsqygw0ayiKF4I39qLAx0LiLBIOI58PYbQBAXMJneTD+euuNLST05mQqq7yQSv5MYvCkEqf+HGQaDtL2hpwfMbOLcSddHYYwyLorSVMKOiBT7Vp2KKb5jHrplYBVCJ9eAs3tlhJwSfqQfNYCYOYoZ0LuBMfFCuNokuWFl+Rpf5sCb+THliiRSukjb4yVmYOZjWd7isgVOlcdtNnKRGyfyfF6vvtP0MdSLJXg4YdUKcHA/jUyacfev9P8lDhvyV+ReG3RBgH/PILwKUEFBC+Vi5V/qUyGfo6vLPXp1zftCSbfs+zm7kx0uIjPzU2FT20Wznz+uq+Pg+TXXL27Ic8t29/qL7J7Ksc1o7iG0D6NuaKmkjNQI1h/0A1jIB9MUyykjQHUlgBCth5bn7DXRZ2K/Pu8/mFd5Xi8srZ9htHj9ETNI1c9AItozVURTuIoU/oO/qJfhVOCl8KXwvfTqGjI2c+j9DQKfz4DQpuL+Q=</latexit>

! M: HM[1,2]

v: HM[1]

<latexit sha1_base64="nv24GgyV4Q5H4DyM4yAa56FfbUs=">AAAGPniczVRfTxNBEF+QKp7/QB992dhgEArpNUQNxIQgJvAAVvlruqXZ29u2G+72Lrt70Lq578YH8Av4BXwzJj6Z6INzhUJ7oCE+ucklszO/+c3szNx4cSC0KZc/j4zeGCvcvDV+27lz9979BxOTD3d1lCjGd1gURGrfo5oHQvIdI0zA92PFaegFfM87fJ3Z94640iKS26Yb83pIW1I0BaMGVI2JJvF4S0hLA9GSM6lDlGi1DVUqOsb4KTG8Y4yxeGMR47WNmluq1FNMiIMHzwXsaJH0YHWMgYpLv8/bmCiW58u9gy8L7plQRGen2pgcOyF+xJKQS8MCqnXNLcembqkyggU8daZIonlM2SFt8RqIkoZc122vIimeAo2Pm5GCTxrc0zqDHv6RiHXPp5R3HsRZGmrdDT1gDKlp67wtU15lqyWm+bJuhYwTwyU7TaiZBNhEOGsD9oXizARdEChTAh6FWZsqygw0ayiKF4I39qLAx0LiLBIOI58PYbQBAXMJneTD+euuNLST05mQqq7yQSv5MYvCkEqf+HGQaDtL2hpwfMbOLcSddHYYwyLorSVMKOiBT7Vp2KKb5jHrplYBVCJ9eAs3tlhJwSfqQfNYCYOYoZ0LuBMfFCuNokuWFl+Rpf5sCb+THliiRSukjb4yVmYOZjWd7isgVOlcdtNnKRGyfyfF6vvtP0MdSLJXg4YdUKcHA/jUyacfev9P8lDhvyV+ReG3RBgH/PILwKUEFBC+Vi5V/qUyGfo6vLPXp1zftCSbfs+zm7kx0uIjPzU2FT20Wznz+uq+Pg+TXXL27Ic8t29/qL7J7Ksc1o7iG0D6NuaKmkjNQI1h/0A1jIB9MUyykjQHUlgBCth5bn7DXRZ2K/Pu8/mFd5Xi8srZ9htHj9ETNI1c9AItozVURTuIoU/oO/qJfhVOCl8KXwvfTqGjI2c+j9DQKfz4DQpuL+Q=</latexit>

! M: HM[1,2]

v: HM[1]

<latexit sha1_base64="xVIPz4Cgufb3L7Yjrjm2JpUEO0k=">AAAKKniczVbNbttGEKbSn0TsX9wee1lUFmo7iiHKRlo4bRG4LmADtus2duJCKxNLciUtTC7Z3aVsdbuP0jfoW/TaXnoLcu2DdFayJIqWkyDNoQQIDme++WZ2OLvDIIuZVM3ms8qtt95+593bd6rue+9/8OFHd5c+fiLTXIT0JEzjVJwGRNKYcXqimIrpaSYoSYKYPg3Ov7X2pwMqJEv5sRpmtJOQHmddFhIFKn+p8sDFPGU8oly5WNFLpZRexoL1+ooIkV4sI3SwhdDuQdtrtDoG4wV4nPUJV2ky72gQGmxhtO+1vY5xXbe+7Nb1wdnEaffA+J4501+hgqbBIoTRr3DjICbhufw5J4LO+3xjGkA0eBNENie3jqOEZFKlsdjf0fue0S1jAVacGUUMRqv1Rkb/bq253hxd6LrgXQk15+o68pduP8dRGuYJFC6MiZRtr5mpjiZCsTCmNlIuaQapkh5tg8hJQmVHjz6xQXXQRKibCri5QiOtW/SIBiyTI59G2bmI0ySRcpgEwJgQ1Zdlm1UusrVz1f2yoxnPckV5OE6om8dIpcj2FYqYoKGKhyCQUDBYFAr7RJBQQffNRQkS8EZBGkeIcWQjoSSN6BxGKhAQ5T1o6/n85ZArclnSqYSIoYhAy+lFmCYJ4RGOsjiX+h7uS8DRNX1/M7s09+YxYQrNqXHIBHyDiEjl65pnypg91W4BKoeuF5IqXYMGAfUIWsZy2FkW7c7gbnZWa/k1Dz/c+ho/nLQgiy6habFkvYT4E2Um1H3YPWZlooBQjansmVWDGZ9uu9rRj8c3Q11IclQDXxfU5qyAN245/ST4/yQPFX5R4gsK/5glWUzbG+UVFGh86w55tJuN2saqj/cOp3W6BiuXx4Jeg3zWXS+NsHeosd0RQaAPS60l2S90bOwKcq4fl8x7O6dyWi77UrLbTTq1H/909J2171A4igQ9ANLvMyoIHHNrkC+cSZC2YnCGzJNs591CCtum9BHYYBoBDgrsDxi9MGieIp1h0lzNMEWQnp3IBortYpkH0FhkqEMgG5uQnURsAA9UX4GTVclwtfwcYSy8K9LExZRHEyIgNQsjiviGiJZixJe+YkyVXo94wyL3d0x707ZVQOHA0yRmPb5m3MKwtP0C7QJDbqrZeNmMG/vAtESFYbmAaPNViax9mjO8aLKI9kUMo4pM13dDPeykNeNtVqrHxRupR2EZIrbL0ORz8x9XAr8DXnn4XxeetNa9B+ubP7Rqj7avfgzuOJ86nzkrjud84Txydp0j58QJK79V/qj8Wfmr+nv17+qz6vMx9FblyucTZ+6q/vMvYyOhPQ==</latexit>

! M: HM[1,2]

v: L1[1]

<latexit sha1_base64="xVIPz4Cgufb3L7Yjrjm2JpUEO0k=">AAAKKniczVbNbttGEKbSn0TsX9wee1lUFmo7iiHKRlo4bRG4LmADtus2duJCKxNLciUtTC7Z3aVsdbuP0jfoW/TaXnoLcu2DdFayJIqWkyDNoQQIDme++WZ2OLvDIIuZVM3ms8qtt95+593bd6rue+9/8OFHd5c+fiLTXIT0JEzjVJwGRNKYcXqimIrpaSYoSYKYPg3Ov7X2pwMqJEv5sRpmtJOQHmddFhIFKn+p8sDFPGU8oly5WNFLpZRexoL1+ooIkV4sI3SwhdDuQdtrtDoG4wV4nPUJV2ky72gQGmxhtO+1vY5xXbe+7Nb1wdnEaffA+J4501+hgqbBIoTRr3DjICbhufw5J4LO+3xjGkA0eBNENie3jqOEZFKlsdjf0fue0S1jAVacGUUMRqv1Rkb/bq253hxd6LrgXQk15+o68pduP8dRGuYJFC6MiZRtr5mpjiZCsTCmNlIuaQapkh5tg8hJQmVHjz6xQXXQRKibCri5QiOtW/SIBiyTI59G2bmI0ySRcpgEwJgQ1Zdlm1UusrVz1f2yoxnPckV5OE6om8dIpcj2FYqYoKGKhyCQUDBYFAr7RJBQQffNRQkS8EZBGkeIcWQjoSSN6BxGKhAQ5T1o6/n85ZArclnSqYSIoYhAy+lFmCYJ4RGOsjiX+h7uS8DRNX1/M7s09+YxYQrNqXHIBHyDiEjl65pnypg91W4BKoeuF5IqXYMGAfUIWsZy2FkW7c7gbnZWa/k1Dz/c+ho/nLQgiy6habFkvYT4E2Um1H3YPWZlooBQjansmVWDGZ9uu9rRj8c3Q11IclQDXxfU5qyAN245/ST4/yQPFX5R4gsK/5glWUzbG+UVFGh86w55tJuN2saqj/cOp3W6BiuXx4Jeg3zWXS+NsHeosd0RQaAPS60l2S90bOwKcq4fl8x7O6dyWi77UrLbTTq1H/909J2171A4igQ9ANLvMyoIHHNrkC+cSZC2YnCGzJNs591CCtum9BHYYBoBDgrsDxi9MGieIp1h0lzNMEWQnp3IBortYpkH0FhkqEMgG5uQnURsAA9UX4GTVclwtfwcYSy8K9LExZRHEyIgNQsjiviGiJZixJe+YkyVXo94wyL3d0x707ZVQOHA0yRmPb5m3MKwtP0C7QJDbqrZeNmMG/vAtESFYbmAaPNViax9mjO8aLKI9kUMo4pM13dDPeykNeNtVqrHxRupR2EZIrbL0ORz8x9XAr8DXnn4XxeetNa9B+ubP7Rqj7avfgzuOJ86nzkrjud84Txydp0j58QJK79V/qj8Wfmr+nv17+qz6vMx9FblyucTZ+6q/vMvYyOhPQ==</latexit>

! M: HM[1,2]

v: L1[1]

<latexit sha1_base64="nv24GgyV4Q5H4DyM4yAa56FfbUs=">AAAGPniczVRfTxNBEF+QKp7/QB992dhgEArpNUQNxIQgJvAAVvlruqXZ29u2G+72Lrt70Lq578YH8Av4BXwzJj6Z6INzhUJ7oCE+ucklszO/+c3szNx4cSC0KZc/j4zeGCvcvDV+27lz9979BxOTD3d1lCjGd1gURGrfo5oHQvIdI0zA92PFaegFfM87fJ3Z94640iKS26Yb83pIW1I0BaMGVI2JJvF4S0hLA9GSM6lDlGi1DVUqOsb4KTG8Y4yxeGMR47WNmluq1FNMiIMHzwXsaJH0YHWMgYpLv8/bmCiW58u9gy8L7plQRGen2pgcOyF+xJKQS8MCqnXNLcembqkyggU8daZIonlM2SFt8RqIkoZc122vIimeAo2Pm5GCTxrc0zqDHv6RiHXPp5R3HsRZGmrdDT1gDKlp67wtU15lqyWm+bJuhYwTwyU7TaiZBNhEOGsD9oXizARdEChTAh6FWZsqygw0ayiKF4I39qLAx0LiLBIOI58PYbQBAXMJneTD+euuNLST05mQqq7yQSv5MYvCkEqf+HGQaDtL2hpwfMbOLcSddHYYwyLorSVMKOiBT7Vp2KKb5jHrplYBVCJ9eAs3tlhJwSfqQfNYCYOYoZ0LuBMfFCuNokuWFl+Rpf5sCb+THliiRSukjb4yVmYOZjWd7isgVOlcdtNnKRGyfyfF6vvtP0MdSLJXg4YdUKcHA/jUyacfev9P8lDhvyV+ReG3RBgH/PILwKUEFBC+Vi5V/qUyGfo6vLPXp1zftCSbfs+zm7kx0uIjPzU2FT20Wznz+uq+Pg+TXXL27Ic8t29/qL7J7Ksc1o7iG0D6NuaKmkjNQI1h/0A1jIB9MUyykjQHUlgBCth5bn7DXRZ2K/Pu8/mFd5Xi8srZ9htHj9ETNI1c9AItozVURTuIoU/oO/qJfhVOCl8KXwvfTqGjI2c+j9DQKfz4DQpuL+Q=</latexit>

! M: HM[1,2]

v: HM[1]

<latexit sha1_base64="nv24GgyV4Q5H4DyM4yAa56FfbUs=">AAAGPniczVRfTxNBEF+QKp7/QB992dhgEArpNUQNxIQgJvAAVvlruqXZ29u2G+72Lrt70Lq578YH8Av4BXwzJj6Z6INzhUJ7oCE+ucklszO/+c3szNx4cSC0KZc/j4zeGCvcvDV+27lz9979BxOTD3d1lCjGd1gURGrfo5oHQvIdI0zA92PFaegFfM87fJ3Z94640iKS26Yb83pIW1I0BaMGVI2JJvF4S0hLA9GSM6lDlGi1DVUqOsb4KTG8Y4yxeGMR47WNmluq1FNMiIMHzwXsaJH0YHWMgYpLv8/bmCiW58u9gy8L7plQRGen2pgcOyF+xJKQS8MCqnXNLcembqkyggU8daZIonlM2SFt8RqIkoZc122vIimeAo2Pm5GCTxrc0zqDHv6RiHXPp5R3HsRZGmrdDT1gDKlp67wtU15lqyWm+bJuhYwTwyU7TaiZBNhEOGsD9oXizARdEChTAh6FWZsqygw0ayiKF4I39qLAx0LiLBIOI58PYbQBAXMJneTD+euuNLST05mQqq7yQSv5MYvCkEqf+HGQaDtL2hpwfMbOLcSddHYYwyLorSVMKOiBT7Vp2KKb5jHrplYBVCJ9eAs3tlhJwSfqQfNYCYOYoZ0LuBMfFCuNokuWFl+Rpf5sCb+THliiRSukjb4yVmYOZjWd7isgVOlcdtNnKRGyfyfF6vvtP0MdSLJXg4YdUKcHA/jUyacfev9P8lDhvyV+ReG3RBgH/PILwKUEFBC+Vi5V/qUyGfo6vLPXp1zftCSbfs+zm7kx0uIjPzU2FT20Wznz+uq+Pg+TXXL27Ic8t29/qL7J7Ksc1o7iG0D6NuaKmkjNQI1h/0A1jIB9MUyykjQHUlgBCth5bn7DXRZ2K/Pu8/mFd5Xi8srZ9htHj9ETNI1c9AItozVURTuIoU/oO/qJfhVOCl8KXwvfTqGjI2c+j9DQKfz4DQpuL+Q=</latexit>

! M: HM[1,2]

v: HM[1]

<latexit sha1_base64="eOIX2c/4qiYwFmv52779Lq19Lp4=">AAAF/XiczVTdThNBFB6QKq5/oJfeTFxIEArpNkQNxIQgJnABVvk1ndLMzk7bCbuzm5lZaN1sfACfwztj4pWJ3vgavo1nS4vtFg3xykk2OfOd7/zO2eNGvtCmVPo5Nn5tonD9xuRN69btO3fvTU3fP9BhrBjfZ6EfqiOXau4LyfeNMD4/ihSngevzQ/fkRaY/POVKi1DumU7EawFtStEQjBqA6lOzFjG8bYxJZogSzZahSoVnMxifrRC8uV11aikhVn3KLi2VugePCk5PsFHvVOrTEz+IF7I44NIwn2pddUqRqSVUGcF8nlqzJNY8ouyENnkVREkDrmtJt6AUzwLi4Uao4JMGd1Fr0MI7FZHu2hTzxoO8hAZadwIXPAbUtHRel4GX6aqxaTyrJUJGseGSnSfUiH1sQpx1EXtCcWb8DgiUKQFFYdaiijIDvR6K4gZgjd3Q97CQOIuEg9DjQxxtQMBcNuERh/PXHWloO4eZgKqO8gCV/IyFQUClR7zIj3WyQFoaeHw+WVyO2unCMIeF8J4JYULBG3hUm3piO2mes2WqZWDF0oNauEnscgo2YZea50qYo4xt/aZb0bFdrtsOWV15Tlb70yW8dnqcEC2aAa33wUiZRZi3dK4PQKjiheykj1MiZP9O7MqbvT9TLUiy24N6MgCnxwP81MqnH7j/T/LQ4b8lfknjd0UQ+Xy0AjApggsIXy0Vy//SmYx9Fb8LV3e5tZOQbPpdN9nJjZEW7/i5sqHoSbKbU29tHOmLMNklp89+yAv93tvKy0y/wWHtKL4NTl9FXFETqnnoMewf6IYRsC+GnazHjYEU1sEF7Dwnv+FGhYPykvNkafl12V5b722/SfQQPUJzyEFP0RraRBW0jxj6gL6gb+h74X3hY+FT4fM5dXysZ/MADZ3C118FAhob</latexit>

! w: HM[1]
<latexit sha1_base64="eOIX2c/4qiYwFmv52779Lq19Lp4=">AAAF/XiczVTdThNBFB6QKq5/oJfeTFxIEArpNkQNxIQgJnABVvk1ndLMzk7bCbuzm5lZaN1sfACfwztj4pWJ3vgavo1nS4vtFg3xykk2OfOd7/zO2eNGvtCmVPo5Nn5tonD9xuRN69btO3fvTU3fP9BhrBjfZ6EfqiOXau4LyfeNMD4/ihSngevzQ/fkRaY/POVKi1DumU7EawFtStEQjBqA6lOzFjG8bYxJZogSzZahSoVnMxifrRC8uV11aikhVn3KLi2VugePCk5PsFHvVOrTEz+IF7I44NIwn2pddUqRqSVUGcF8nlqzJNY8ouyENnkVREkDrmtJt6AUzwLi4Uao4JMGd1Fr0MI7FZHu2hTzxoO8hAZadwIXPAbUtHRel4GX6aqxaTyrJUJGseGSnSfUiH1sQpx1EXtCcWb8DgiUKQFFYdaiijIDvR6K4gZgjd3Q97CQOIuEg9DjQxxtQMBcNuERh/PXHWloO4eZgKqO8gCV/IyFQUClR7zIj3WyQFoaeHw+WVyO2unCMIeF8J4JYULBG3hUm3piO2mes2WqZWDF0oNauEnscgo2YZea50qYo4xt/aZb0bFdrtsOWV15Tlb70yW8dnqcEC2aAa33wUiZRZi3dK4PQKjiheykj1MiZP9O7MqbvT9TLUiy24N6MgCnxwP81MqnH7j/T/LQ4b8lfknjd0UQ+Xy0AjApggsIXy0Vy//SmYx9Fb8LV3e5tZOQbPpdN9nJjZEW7/i5sqHoSbKbU29tHOmLMNklp89+yAv93tvKy0y/wWHtKL4NTl9FXFETqnnoMewf6IYRsC+GnazHjYEU1sEF7Dwnv+FGhYPykvNkafl12V5b722/SfQQPUJzyEFP0RraRBW0jxj6gL6gb+h74X3hY+FT4fM5dXysZ/MADZ3C118FAhob</latexit>

! w: HM[1]

<latexit sha1_base64="eOIX2c/4qiYwFmv52779Lq19Lp4=">AAAF/XiczVTdThNBFB6QKq5/oJfeTFxIEArpNkQNxIQgJnABVvk1ndLMzk7bCbuzm5lZaN1sfACfwztj4pWJ3vgavo1nS4vtFg3xykk2OfOd7/zO2eNGvtCmVPo5Nn5tonD9xuRN69btO3fvTU3fP9BhrBjfZ6EfqiOXau4LyfeNMD4/ihSngevzQ/fkRaY/POVKi1DumU7EawFtStEQjBqA6lOzFjG8bYxJZogSzZahSoVnMxifrRC8uV11aikhVn3KLi2VugePCk5PsFHvVOrTEz+IF7I44NIwn2pddUqRqSVUGcF8nlqzJNY8ouyENnkVREkDrmtJt6AUzwLi4Uao4JMGd1Fr0MI7FZHu2hTzxoO8hAZadwIXPAbUtHRel4GX6aqxaTyrJUJGseGSnSfUiH1sQpx1EXtCcWb8DgiUKQFFYdaiijIDvR6K4gZgjd3Q97CQOIuEg9DjQxxtQMBcNuERh/PXHWloO4eZgKqO8gCV/IyFQUClR7zIj3WyQFoaeHw+WVyO2unCMIeF8J4JYULBG3hUm3piO2mes2WqZWDF0oNauEnscgo2YZea50qYo4xt/aZb0bFdrtsOWV15Tlb70yW8dnqcEC2aAa33wUiZRZi3dK4PQKjiheykj1MiZP9O7MqbvT9TLUiy24N6MgCnxwP81MqnH7j/T/LQ4b8lfknjd0UQ+Xy0AjApggsIXy0Vy//SmYx9Fb8LV3e5tZOQbPpdN9nJjZEW7/i5sqHoSbKbU29tHOmLMNklp89+yAv93tvKy0y/wWHtKL4NTl9FXFETqnnoMewf6IYRsC+GnazHjYEU1sEF7Dwnv+FGhYPykvNkafl12V5b722/SfQQPUJzyEFP0RraRBW0jxj6gL6gb+h74X3hY+FT4fM5dXysZ/MADZ3C118FAhob</latexit>

! w: HM[1]
<latexit sha1_base64="eOIX2c/4qiYwFmv52779Lq19Lp4=">AAAF/XiczVTdThNBFB6QKq5/oJfeTFxIEArpNkQNxIQgJnABVvk1ndLMzk7bCbuzm5lZaN1sfACfwztj4pWJ3vgavo1nS4vtFg3xykk2OfOd7/zO2eNGvtCmVPo5Nn5tonD9xuRN69btO3fvTU3fP9BhrBjfZ6EfqiOXau4LyfeNMD4/ihSngevzQ/fkRaY/POVKi1DumU7EawFtStEQjBqA6lOzFjG8bYxJZogSzZahSoVnMxifrRC8uV11aikhVn3KLi2VugePCk5PsFHvVOrTEz+IF7I44NIwn2pddUqRqSVUGcF8nlqzJNY8ouyENnkVREkDrmtJt6AUzwLi4Uao4JMGd1Fr0MI7FZHu2hTzxoO8hAZadwIXPAbUtHRel4GX6aqxaTyrJUJGseGSnSfUiH1sQpx1EXtCcWb8DgiUKQFFYdaiijIDvR6K4gZgjd3Q97CQOIuEg9DjQxxtQMBcNuERh/PXHWloO4eZgKqO8gCV/IyFQUClR7zIj3WyQFoaeHw+WVyO2unCMIeF8J4JYULBG3hUm3piO2mes2WqZWDF0oNauEnscgo2YZea50qYo4xt/aZb0bFdrtsOWV15Tlb70yW8dnqcEC2aAa33wUiZRZi3dK4PQKjiheykj1MiZP9O7MqbvT9TLUiy24N6MgCnxwP81MqnH7j/T/LQ4b8lfknjd0UQ+Xy0AjApggsIXy0Vy//SmYx9Fb8LV3e5tZOQbPpdN9nJjZEW7/i5sqHoSbKbU29tHOmLMNklp89+yAv93tvKy0y/wWHtKL4NTl9FXFETqnnoMewf6IYRsC+GnazHjYEU1sEF7Dwnv+FGhYPykvNkafl12V5b722/SfQQPUJzyEFP0RraRBW0jxj6gL6gb+h74X3hY+FT4fM5dXysZ/MADZ3C118FAhob</latexit>

! w: HM[1]

<latexit sha1_base64="l7wJSfYmJham4Jdl3DGj7v49az8=">AAAPRXicxVdbbxtFFHZLA+0CoYVHXkY4RknrRrETFRTRqLRBSqS4DU0vQR7Hmt0d26Pu7iwzs3bCMIJ/x2/gJ/DAG+IVzqyvu16nLqCy0sqz5/Kdb86cOTN244BJtbX165Wr71xbefe96zec9z/4cPWjm7c+fiF5Ijz63OMBF6cukTRgEX2umAroaSwoCd2AvnRfPbL6l30qJOPRM3UR01ZIuhHrMI8oELVvXfutgl3aZZEmAetGt41T0foMJzERgg8MDonqdQR5pYlpd8yZ/io+w4qeK6X0QcO0a9Xsdx1h9CO8U+lRLWtlv+etHj15mjVLBfU9oIO55U+Vxru4Tz3dMUYDrVh2BA8t3TPs80FUxPd/oUsjf5JLx1lrVPvTGYysWRTjdp/RwXgqihu9cB4GQt/fXXOcytpgDoonKguVZmXRElqo3fsABWD5ZceCdXsq9UHo8zE+auwidNBo1qr1Fnhjp4Jmn6ldfxendi2E5rJQwRFnkU8jBcORw9pMvDWUCWOjFHjguEcixcOsq0Fp6KMahDbpvIoDDCZGAL8MDVSdAsM4C7C8/zAnlwZdP2hUaxtrWPa4UDMaK68XyaHaih2sotDjqFbsAPL6RkoO2DXh9XgEreGEhXFAbfHrutH3duyKtqYmIzXsIJ1ajLW5iiKw/3AV5bYgWm4PoiU3IZrbhQhX92ypolwZtm+Wtza30gfND2qjQbk0eo7bt248gi3pJSGUoRcQKZu1rVi1NBGKeQG1004kjYn3inRpE4YRCals6bQrG1QBiY86XMAbKZRKnVkPv89imfpU886zdpqEUl6ELiDarSzzOiss0jUT1fmyZZtNomjkDQl1kgApjuxRgHwmqKeCCxgQTzCYFPJ6RBBPQY/JRHFD8EYuD3zEImQjoZD7NGMjFQwQjaAEaJa/vIgUOc/JVEjEhfBBGtGBx8OQRD724yCR+g7uSbCjt/Xdnfjc3MnaeBw2lMYeE7AGPpGqrcs1k7c5VM06WCXQQ9J+WYY6BnFqmre1FW+tnam5E59pLFk3JO1xccVC3YVdY9bHAoCqTsZ1A9uIRZNeVT5++myxqQNk0rm29YzYnM3YGydPM3TfPknI2GUECxI57A3N7TzTGc+2xQIeza1qeXujjQ8fT/IxZzafhn8cYFoxr41y+Finx6br6se5cpHsB6qnZ+pJTn24fyonKbMfOb3deBP9s++Ov7H6fQrtRdAGgD6JqSCKi9vAF/oM0FYM+kIW5GHSmaHw0OQWgvULbhooC8H7BVcIlAWCNRleTgJhINkOlokLxUUutAdgQ5W9EkBA224r69AtlfQ28r+pzfhu4tiePAYCUFMYUQQLIlqIFI8vGVPx+YgLJnm0b5o7tqyy55huZOoFysWea2PJtqkyf3Q2YTeA9ia/T2Axcz57pop0/zKgnWWBrH7CGT4W3xyLwl2G7GTOy3yeGvtfvzZVb4nKpEosj+0CHoOCeOjN12wm1SJIU73ov5ENMdsc/6tUD6e4INVFTP51orPtFnrmCdw90iN38t9j2EnT2Oll0gzPg8wB34isHw8MXLtq+UvW/OBFfbN2b3Pn23r5wcPRBex66dPSZ6X1Uq30RelB6aB0XHpe8laOV/orP638vPrL6u+rf6z+OTS9emXk80kp86z+9TeuNHR/</latexit>

M,v
inp view� ↓a =∶<latexit sha1_base64="HKE7lhvUqysVQT25sQXiXPBr9tY=">AAAPRXicxVdfbxtFEHdLA+0BoYVHXlY4RknrRrETFRTRqCRBSqS4DW3SFnkda+9uba96d3vs7tkJywq+HZ+Bj8ADb4hXmD3/vfM5TQGVk07em/nNzG9nZ2fXbhwwqTY2fr12/Z0bS+++d/OW8/4HHy5/dPvOx88lT4RHTz0ecPHSJZIGLKKniqmAvowFJaEb0Bfuqz2rf9GnQjIenaiLmLZC0o1Yh3lEgah958ZvFezSLos0CVg3umucitZnOImJEHxgcEhUryPIK01Mu2PO9FfxGVb0XCmlDxqmXatmv+sIox/hnUqPalmU/Z5H7T15moWlgvoO0MHc8qdK423cp57uGKOBViw7goeW7hn2+SAq4vu/0KWRP8ml41RWGtX+dAojOIti3O4zOhjPRXGjF07EQOyH2yuOszKY88QTlfWUZmXRElpP2w/BExDLLzsWrNtTqQ1Cn4/9o8Y2QgeNZq1ab4E1dipo9pni+ts4xbUQmstCBUecRT6NFAxHBisz8VZQJoyNUmCB4x6JFA+zpgaloY9qEDpN+IIAgwkI3F+FBqpOHcM46+Dq9sOcXBp09aBRra2tYNnjQs1orLxeJIdqKzawikKLo1qxAcjrayk5YNeE1+MRtIZnLIwDaotf141+sGVXtDWFjNSwg3SKGGtzFUVg/+Eqym1BdLU9iK64CdHcLkS4umNLFeXKsH27vLG+kT5oflAbDcql0XPcvnNrD3akl4RQhl5ApGzWNmLV0kQo5gXUTjuRNCbeK9KlTRhGJKSypdOubFAFJD7qcAFvpFAqdWYt/D6LZWpTzRvP4jQJpbwIXfBot7LM66ywSNdMVOfLlu01iaKRNyTUSQKkOLJHAfKZoJ4KLmBAPMFgUsjrEUE8BT0mE8UNwRq5PPARi5CNhELu0wxGKhggGkEJ0Cx/eREpcp6TqZCIC+GDNKIDj4chiXzsx0Ei9T3ck4Cjd/X9rfjc3MtiPA4bSmOPCVgDn0jV1uWayWMOVbMOqAR6SNovy1DHIE6heayteIt2pnAnPtNYsm5I2uPiioW6D7vGrI4F4Ko6GdcNbCMWTXpV+fjpyWKoA2TSubb1jNiczeCNk6cZum+fJGTsMoIFiRz2huZmnumMZdv6Ah7NjWp5c62NDx9P8jEHm0/DPw4wrZjXRjl8rNNj03X141y5SPYD1dMz9VlOfbj/Uk5SZj9yervxJvqT746/sfp9Cu1F0AY4fRJTQRQXd4Ev9BmgrRj0hayT3aQzQ2HX5BaC9QsuGijrgvcLrhAo6wjWZHg3CYSBZDtYJi4UF7nQHjgbquyVAALadltZhW6ppLeW/00x47uJY3vy2BE4NYURRbAgonWR+uNXjKn4fMQFkzzaN80tW1bZc0w3MvUC5WLPtbFk01SZPzqbsBtAe5PfJ7CYOZsdU0W6f5mjras6svoJZ/hYfHEsCneZZydzXubz1Nj/+rWpektUJlVieWwW8BgUxENvvmYzqRZBmupF/41siNnm+F+lejjFBakuYvKvE51tt9Azn8HdIz1yJ/89hp00jZ1eJs3wPMgc8I3I2vHAwLWrlr9kzQ+e19drD9a3vq2XH+2OLmA3S5+WPiutlmqlL0qPSgel49JpyVs6Xuov/bT08/Ivy78v/7H85xB6/drI5pNS5ln+62+bQHR/</latexit>w out view←[ ↑a ∶=

<latexit sha1_base64="1xg9/ZFnDqsC6wpPXJoWGjpwEH0=">AAAP3HiczVdLb9tGEFZSu03Vh+L22MuisgrbYQxRdtLCaIzUcQEbsBw3sRMXoiQsyZVNmNxll0vJ6pa33ope+8966G/ppbOrF0lTjgOnRQnIXs1+881jZ4cjO/S9SNTrf925+97C4vsf3Puw/NHHn3xaub/02auIxdwhJw7zGT+1cUR8j5IT4QmfnIac4MD2yWv74pnaf90nPPIYPRbDkLQDfEa9nudgAaLu0gK1bHLmUYl974yuJWXZseIQc84GiRVgcd7j+ELipNvryG/Djtk1DfW3gSz0C3zCTkNLGinJhpZsdBvbSdliyjgR0tqy+sSRvSSRQBtGPc4CbcxlA/ruzBHqTiMpl2vLTaM/c0GQSyGE9GhodfseGUx8ESyRcz1JwMiTrWVFNrhCxWKRpdJhyTk5VFRbT4AKyHJZr1ncOzsXWgehryb8qLmF0F6zZRqNNmhb5RpKPzNcf8vSuDZCiiyThppFmUddQgUsxwrLKXvLKGNGWSnQsMJzTAULsqoJ0qYPTDCtMz7HwGAKAvqbuIGMGTGsswQ31x/l5FqjK3tNw1xdtqJzxkVqR8kbRfJnz18UK6iNQo0Ds1gB5I1V7Rx414KPwyhczJdeEPoE/LSZWE5kI5GPN9WptmewHMRUqAkiV1kYbpJlwEWZxL/XTLomMrKC2X2aSA/MHEwJrsIg6BxOSwBobKuSRdly7N6v1tfr+kFXF+Z4US2Nn6PuUvkEbqYTB1CNjo+jqGXWQ9GWmAvP8YmKOo5IiJ0LfEZasKQ4IFFb6taYoBpIXNRjHD5UIC0tpzXcvhdGWsfIK6dx0g+YSzjNCnEQRcPABjPqmkf5PSUs3GvSl6DG/AxbKxa9b9qqPcWCUGfkey/2kWBItW7kepw4wh/CAjvcg/iRc445dgR0pQy/HYA2AgMu8ihS9pFyP4OJBCwQoVAsJBtVNKQCX+ZkIsB8yF2QUjJwWBBg6lpu6MeRfGCdR4Aja/LhZniZPMhiHAZXUFqOx+G4XByJrqyaSR6zL1oNQMXQdXSHrULVg1hD81h1RxS6PIOXZ+UHGt3pupFYHp22sOrRi+NkJQU0UsDV8rTFdaTlk17qqk4JQy4eQg3OJwFnwXGdl1uy5IIO7P93yLPzvW3cBac9anetR3MTsJFKwKZKQKtuVB+tdqW1f9itJ7MwU5ZTJ5VOpHLkavr/PQ9SiXuTG/uHUs8Tti0Pc7ci8n4mcjZsvMxt7++eRtOpRX3J7av+Mt0//vHoe7W/S6DhctIE0uch4Vgwvgb+QucFt4UHnTJLshP3Ui7sJLmj9PoFIxjKUrB+wWyFskRwaKOpzecJnEbZimIb6gwPpQNkoy01K4FB9f6prcD7Q0TOav6/xkyGNj06ToiANCm0yP05FhWF5mM3tCnYVYtzgjzYTVqbqu5yg3ozUy9QLupFPytHw3PHL2vL9qGLRz/FcJg5ne3EQLJ/HdHmTYnU/tRn+DJ/pC4ydx1zdqzP56m5+90bU/UfuTKtEuXHRoEfgwJ76O3PLJVq7utUz/vVpkykG867SvUoxDmpLvLk1onO9mPomWqC0pPF9EfZqJNq2/rlk4x6bPHkBYOomR87ry5eNdbNx+ubPzSqT3fGI+m90helL0srJbP0delpaa90VDopOQt/Lvy9uLC4WOlUfq38Vvl9BL17Z6zzeSnzVP74B3mGrBo=</latexit>↑a<p1
1,p1

2 � p2
1,p2

2 � p3
1,p3

2>
f

�f←[ ↓a<p1
1,p1

2 � p2
1,p2

2 � p3
1,p3

2>
f

<latexit sha1_base64="P3KfDt/aOQur7PR42QmL6uFR6JQ=">AAAQk3iczVdbb9s2FHa7Zuu0m7tiT3sh5niwUzWwlLTb0qXo0gxIgLjNeh8sx6AlOiai20jKTsrpH+237H3/Zof0TZLlNkO7YULkUOfyfYeH5NFRP/YpF63WX1eufnBt7cOPrn9sfPLpZ59/Ub3x5QseJcwlz93Ij9irPubEpyF5LqjwyauYERz0ffKyf/ZQ6V+OCOM0Cp+Ji5h0A3wa0gF1sQBR78a1P+pOn5zSUGKfnoYbqVGXJ04SY8aiceoEWAwHDJ9JnPYGJ/LH+MTqWab6tZGDfoc7PrG1xM5ItrRkq2ffBzgnUvxESGfHGRFXDtJUAm7MBywKJnReNA7fIyEJvflsDKO+3jZHiyAEORdCSBrGTm9EyXgWjYhSuTKUFFh2d9YV2HgJKkpEHkpPTK5Io4La2QUoACtm3mH0dCi0D0LfzvBRewehg3bHMu0ueDtGHWWvhd1ox9F2XYSW0lB3woiGHgkFDKcO6xm+dZSjUSwlHk48xKGIgrxrijT1kQXUOuMrCMZzI4C/TBjIXADDOA9wef9JTt5I2jhom1Zz3eHDiImMRsntMvnDx0/KHZSi1OPIKncAud3UwUF0HbjdKITT+ZQGsU8gzn4k1lNpp/LutlrVrmGAFRhNDVSE581UWrM/OzWU0dLmwnCaHBMOyywFB+20ZyEzL1icqZn0yCqYKcGyGcy7YKclYGjeV7sWlRzMxXI0VHLMhkqF2bD12NbjLT3eUikCh1611tps6QstD6zpoFaZXse9G8afcKTdJIBt7PqY847VikVXYiao6xOV0ISTGLtn+JR0YBjigPCu1IU1RXWQeGgQMbhDgbTUyHp4Ixpz7WMWnbN20g8ij7AwL8QB5xdBH2hUfeBFnRKW6trhU3CL/BxaJxGD77uqriWChO4k9kHiIxEhVfiRRxlxhX8BA+wyCvNH7hAz7AooZzn8fgDeCAg8REOk+JEKP2fDBQwQCWGLkfys+EUo8HlBJgLMLpgH0pCM3SgIcOg5XuwnXN5yhhzsyIa8vR2fp7fyNm4EZ1c6LmWwXB7moidrVlq0ORQdG6wSKFe6NNfguIBYmxZt1eFS1sbC3FhsWvDozcd26tBwXvtqx0+epY2MoZkxbBrz2ngiHZ8MMmd8Doh5cBv24GoQCBYC13l5R5TCpIP+/3vKi/V913mXrPakUnburEzAViYB2yoBnZZZu9PsSefwUa+VLqaZYc6sVDaRKpDl9P97EWQS97YwDh9J3Yj0+/JR4VRw+prIRZfytKA+3H/F5+2OeijoVX2Z65/9evyz0u8TKLiMtAH0cUwYFhHbgHih8kLYgkKlzIPsJYNMCHtpYSnpqKR3Q3mIaFTSlKE8ECzapN3zWQqrYTg86cM+wxfSBbCJSjVZQKjeWvUGvD8Ed5vF/9pm1u0Z6tU2AwLQtJSR+SsYFYTGiy7JKaJlxhWTPNpPO9tq3+XbAdnO7RfYLqo9WGxHk3rTV7zT96GK898SWMyCz/3URHL0JqDtywIp/TxmeFjdi5fRvQnZyLUdxTy19396a6r+o1Dmu0TFsVUSx7iED/3zNcukmvnTVJd9qZzUrPeZ38m8VuS3lP9ds5svwlAoVduk24n5J9ykfGpu/cZJJ4V1RbuVlwt69jp30Ddm1VhzKHVn9mm+21C91qZ6bEIGEIKPK490+BDHZHfiZXoMj00ahoQhINmFthY6VaQdm0jFdQ8igw7YKva7y4MX9qZ1d3P7F7v2YG/aC1+vfF35ptKoWJXvKg8qB5XjyvOKu3Zz7Ye1vbWH1a+q96p71f2J6dUrU5+bldxVbf8NXafhOA==</latexit> �(HM,x)

1
p1

1
∈[0,2)N0

<latexit sha1_base64="cvLygNQ1mnBHwJSQr+6m0/uPlVs=">AAAQk3iczVdbb9s2FHa7Zuu0m7tiT3sh5niwUzWwlLTb0iXo0gxIgLjNmt4GyzEoiY6F6DaSsuNy+kf7LXvfv9khfZNkuc3QbpgAJ/Thd77v8JA8OrZj32O81frr2vUPbqx9+NHNj7VPPv3s8y+qt758waKEOuS5E/kRfWVjRnwvJM+5x33yKqYEB7ZPXtoXj+T8yyGhzIvCZ3wck26Az0Ov7zmYg6l368Yfdcsm514osO+dhxupVhdnVhJjSqNRagWYD/oUXwic9vpn4sf4zOgZuvxrIgv9Dp/4zFQWM2PZUpatnrkHdFYk9QkX1o41JI7op6kA3pj1aRRM5NxoFL5HQRK689VoWn29rQ8XQXByyTkXXhhbvaFHRrNoeJSKlaGkoLK7sy7JRktUUcLzVGphYkUaJdXOLlABWTHzFvXOB1z5IPTtjB+1dxA6bHcM3eyCt6XVUfZZ4IY7lsJ1EVpKQ90KIy90SchhOHVYz+ito5yMVCnxsOIBDnkU5F1TpKSPDZBWGV8hMJqDgP4qYSB9QQzjPMHV/Sc5eaNo47CtG811iw0iyjMz0m6W2R89eVruICdKPY6Ncgewm00VHETXgY8ThXA7T70g9gnEaUd8PRVmKu5vy13tahqgADQFyAjHTQUw1F9ASdDS4cJwmywdLsssBYfttGcgPW9Y3KmZ9dgowKRhGQbrLuCUBYD6njy1qORiLrajIZOjN2Qq9IapxqYab6nxlkwROPSqtdZmSz1oeWBMB7XK9Dnp3dL+hCvtJAEcY8fHjHWMVsy7AlPuOT6RCU0YibFzgc9JB4YhDgjrClVYU1QHi4v6EYVPyJGyalkPd+jFTPnoRecsTvhB5BIa5o04YGwc2CAj6wMrzklj6Vw7PAW3yM+xdRLe/74r61rCSehMYu8nPuIRkoUfuR4lDvfHMMAO9WD9yBlgih0O5SzHbwfgjUDARV6IpD6S4ecwjMMAkRCOGMmvio1Dji8LNh5gOqYuWEMycqIgwKFrubGfMHHHGjDAkQ1xdzu+TO/kMU4Ed1dYjkdhu1zMeE/UjLSIOeIdE1AJlCtVmmtwD8CsoEWsvFwSrS3g2uLQgkdvPjZTywvnta928vRZ2sgA9Qywqc1r45mwfNLP3PE5IWbBXTiDq0kgWAhc5eUdWQqLDuz/95IX+/uu6y7Z7Uml7NxbmYCtTAK2ZQI6Lb12r9kT1tHjXitdLDOjnNmpbCJlIMvp//ciyCTubWEcPRaqEbFt8bhwK5j3mohFl3JamD46eMXm7Y78UpiX9WU+/+zXk5/l/AGBgktJG0ifxIRiHtENiBcqL4TNPaiUeZL9pJ8JYT8tbKU3LOndUJ4iGpY0ZShPBJs2afd8msJuaBZLbDhneCwcIJtMySYLBOVbq96A9wdnTrP4X2Fm3Z4mX20zIiBNSxWpv0JRUii+6IqaPFpWXLHI44O0sy3PXb4dEO3ceYHjItuDxXHUPXf6irdsH6o4+y2BzSz47KU6EsM3EW1flUjOz2OGL6t78TK5NzFrubajmKf2wU9vTdV/FMr8lMg4tkriGJXooX++Z5lUU3+a6rJfKmc1433md7KuFfkt1X/X7OaLMBRK2TapdmL+E25SPpW2euOkk8K6ot3K27l38Tp30Tdm1VhpyOnO7Kf5bkP2WpvyaxMygBD8uHJJhw1wTHYnXrpL8Uj3wpBQBCK70NZCp4qUYxPJuB5AZNABG8V+d3nwwtw07m9u/2LWHu5Pe+Gbla8r31QaFaPyXeVh5bByUnlecdZur/2wtr/2qPpV9UF1v3owgV6/NvW5Xck91fbfm4zhPQ==</latexit> �(HM,y)

2
p1

2
∈[0,4)N0

<latexit sha1_base64="sadThXuoU5QVIO+HhJNuS0sdg+U=">AAAQl3iczVdbc9tEFHahgSJuLjwwDC87OGbsVM1YSlqYQEppQ0lm4ja9l7Ecz0pax5pIK7G7tpMu+k/8Et75N5xd3yRZbsO0MGgiZ3Uu33f27O7RkZuEARet1l+X3nn38tp771/5wPjwo48/+bR69bNnPB4yjzz14jBmL1zMSRhQ8lQEIiQvEkZw5IbkuXt6V+mfjwjjQUyfiPOEdCN8QoN+4GEBot7Vy3/UHZecBFTiMDihG6lRl8fOMMGMxePUibAY9Bk+lTjt9Y/lD8mx1bNM9WsjB/0Od3Jsa4mdkWxpyVbPvgVwTqz4iZDOjjMinuynqQTchPdZHE3o/HhM3yIhof58NoZRX2+bo0UQgpwJIWRAE6c3Csh4Fo2IU7kylBRYdnfWFdh4CSoeijyUnphckUYFtbMLUABWzLzDgpOB0D4IfTPDR+0dhPbbHcu0u+DtGHWUvRZ2ox1H23URWkpD3aFxQH1CBQynDusZvnWUo1EsJR5OMsBUxFHeNUWa+tACap3xFQTjuRHAXyQMZC6AYZwHuLj/JCevJG3st02rue7wQcxERqPkdpn87oNH5Q5KUepxaJU7gNxu6uAgug7cXkzhdD4OoiQkEKcbi/VU2qm8ua1WtWsYYJU3UlGeNVNpzf7s1FCGSxsMw4lyTDgwszTst9Oehcy8YHGuZtJDq2CmBMtmMPeCnZaAoXlL7VxUcjgXS9JQCTIbKh1mw9ZjW4+39HhLpQkcetVaa7OlL7Q8sKaDWmV6HfWuGn/CsfaGEWxlL8Scd6xWIroSMxF4IVFJHXKSYO8Un5AODCmOCO9KXVxTVAeJj/oxg5sKpKVG1sMfBQnXPmbROWsnwyj2CaN5IY44P49coFE1ghd1Sliqa9PH4BaHObTOUPS/66raNhSEepPY+8MQiRip4o/8gBFPhOcwwB4LYP7IG2CGPQElLYfvRuCNgMBHAUWKH6nwczZcwAARCluM5GfFz6nAZwWZiDA7Zz5IKRl7cRRh6jt+Eg65vOYMONiRDXl9OzlLr+VtvBjOr3S8gMFy+ZiLnqxZadHmQHRssBpCydLluQZHBsTatGirzo6yNhbmxmLTgkdvPrZTJ6Dz+lc7evQkbWQMzYxh05jXx2PphKSfOedzQMyj67AHV4NAsBC4zssbohQmHbn/7ykv1vdN512y2pNK2bmxMgFbmQRsqwR0WmbtRrMnnYP7vVa6mGaGObNS2USqQJbT/+9FkEnc68I4uC91M+K68n7hVPDgJZGLTuVxQX2w94LPWx71UNCr+jLXP/n16Gel3yNQcBlpA+iDhDAsYrYB8ULlhbBFAJUyD3Jn2M+EcCctLGUwKunfUB4iHpU0ZigPBIs2aflClsJqGA4furDP8Ln0AGyiUo0WEKq3Vr0B7w/BvWbxv7aZdXyGerXNgAA0LWVk4QpGBaHx4gtyiniZccUkD/fSzrbad/l2QLZz+wW2i2oPFtvRDPzpK95xQ6ji/LchLGbB51ZqIjl6FdD2RYGUfh4zPKzux8voXoVs5NqOYp7aez+9NlX/USjzXaLi2CqJY1zCh/75mmVSzcJpqsu+Vo5r1tvM72ReK/Jbyv+m2c0XYSiUqm3S7cT8M25SPjW3fuOkk8K6ot3Ky0Vw+jJ30Ddm1VhzKHVn9nm+21C91qZ6bEIGEIIPLJ90+AAnZHfiZfoMj82AUsIQkOxCWwudKtKOTaTi+h4igw7YKva7y4Nn9qZ1c3P7oV27fWfaC1+pfFX5utKoWJVvK7cr+5WjytOKt/bF2u7avbVfql9Wf6zeq+5PTN+5NPX5vJK7qg//BsCo4wY=</latexit> ++(HM,x)

1
p1

1
∈[0,2)N0

<latexit sha1_base64="nWe9hfmp8P6PFA7FqypCddA1b1g=">AAAQl3iczVdbb9s2FHa7Zuu0m7M9DMNeiDke7FQNLCXthmzJujbrEiBu03sHyzEoiY6J6DaKsuty+k/7JXvfv9khfZNkuU3RbpgAJ/Thd77v8JA8OrYjj8a81fr70uX3rqy9/8HVD7WPPv7k08+q658/jcOEOeSJE3ohe27jmHg0IE845R55HjGCfdsjz+zzO3L+2ZCwmIbBYz6OSNfHZwHtUwdzMPXWr/xZt2xyRgOBPXoWbKZaXZxaSYQZC0ep5WM+6DN8LnDa65+KH6NTo2fo8q+JLPQHfKJTU1nMjGVbWbZ75j7QWaHUJ1xYu9aQOKKfpgJ4o7jPQn8i54aj4B0KksCdr0bT6httfbgIgpMXnHNBg8jqDSkZzaLhYSpWhpKCyt7uhiQbLVGFCc9TqYWJFWmUVLt7QAVkxcxbjJ4NuPJB6NsZP2rvInTY7hi62QVvS6uj7LPADXcthesitJSGuhWENHBJwGE4ddjI6G2gnIxUKfGwogEOeOjnXVOkpI8NkFYZXyEwmoOA/iJhIH1BDOM8wcX9Jzl5pWjjsK0bzQ0rHoSMZ2ak3Syz37n/sNxBTpR6HBvlDmA3myo4iK4DHycM4HY+on7kEYjTDvlGKsxU3NyRu9rVNEDlQTLKcVOBDPUXkBK4dMAw3ChLhwszS8NhO+0ZSM8bFvdqZj02CjBpWIbB2gs4ZQGgvi9PLiq5nIstacgE6Q2ZDr1hqrGpxttqvC3TBA69aq211VIPWh4Y00GtMn1OeuvaX3CtncSHo+x4OI47RiviXYEZp45HZFKTmETYOcdnpAPDAPsk7gpVXFNUB4uL+iGDT8CRsmpZD3dIo1j56EXnLE54fugSFuSN2I/jsW+DjKwRcXFOGkvn2sEjcAu9HFsn4f3vu7K2JZwEziT2fuIhHiJZ/JFLGXG4N4YBdhiF9SNngBl2OJS0HL/tgzcCARfRAEl9JMPPYWIOA0QCOGIkv6p4HHD8omDjPmZj5oI1ICMn9H0cuJYbeUksrlmDGHBkU1zfiV6k1/IYJ4T7KyyHMtguF8e8J2pGWsQc8Y4JqARKlirPNbgHYFbQIlbeHYnWFnBtcWjBozcfm6lFg3n9q508fJw2MkA9A2xq8/p4KiyP9DP3fE6IY/86nMHVJBAsBK7y8pYshUX79v97yYv9fdt1l+z2pFJ2bqxMwHYmATsyAZ2WXrvR7Anr6F6vlS6WmVHO7FQ2kTKQ5fT/exFkEve6MI7uCdWM2La4V7gVMX1JxKJTeVSYPjp4Hs9bHvmlMC/ry3z+8W8nv8j5AwIFl5E2kN6PCMM8ZJsQL1ReCJtTqJR5kttJPxPC7bSwlXRY0r+hPEU4LGnMUJ4INm3S8nkshd3QrDix4ZzhsXCAbDIlGy0QlG+tegPeHzx2msX/CjPr+DT5apsRAWlaqsi8FYqSQvGFF9Tk4bLiikUeH6SdHXnu8u2AaOfOCxwX2R4sjqNO3ekr3rI9qOLx7wlsZsFnP9WRGL6KaOeiRHJ+HjN8Wd2Pl8m9ilnLtR3FPLUPfn5tqv6jUOanRMaxXRLHqEQPvfmeZVLNvGmqy36tnNaMd5nfybpW5LdU/22zmy/CUChl26TaifnPuEn5VNrqjZNOCuuKditv5/T8Ze6ib86qsdKQ053Zz/O9huy1tuTXJmQAIfiB5ZJOPMAR2Zt46S7DI50GAWEIRPagrYVOFSnHJpJx/QCRQQdsFPvd5cFTc8u4ubXzwKzduj3tha9Wvq58U2lUjMp3lVuVw8pJ5UnFWftybW/t7tqv1a+qP1XvVg8n0MuXpj5fVHJP9cE//o3jCw==</latexit> ++(HM,y)

2
p1

2
∈[0,4)N0

<latexit sha1_base64="FZraHJqMLpjqKwluvQttzRqcdIY=">AAAQoXiczVdbb9s2FHa7Zuu0m7s97oWb48FO1cBS0q7IlqJrMywB4jZtehssx6AkOiai20jaTsrpj+1H7H3/Zof0TZLlNkO7YQJkU+fyfYeH5NGRmwSUi1brrytXP7i29uFH1z82Pvn0s8+/qN748gWPh8wjz704iNkrF3MS0Ig8F1QE5FXCCA7dgLx0zx4q/csRYZzG0TNxkZBuiE8j2qceFiDq3bj2R91xySmNJA7oabSRGnV54gwTzFg8Tp0Qi0Gf4TOJ017/RP6YnFg9y1S/NnLQ73AnJ7aW2BnJlpZs9ex7AOfEip8I6ew4I+LJfppKwE14n8XhhM6Px9F7JCSRP5+NYdTX2+ZoEYQg50IISaPE6Y0oGc+iEXEqV4aSAsvuzroCGy9BxUORh9ITkyvSqKB2dgEKwIqZdxg9HQjtg9B3M3zU3kFov92xTLsL3o5RR9lrYTfacbRdF6GlNNSdKKaRTyIBw6nDeoZvHeVoFEuJh5MMcCTiMO+aIk19aAG1zvgKgvHcCOAvEwYyF8AwzgNc3n+SkzeSNvbbptVcd/ggZiKjUXK7TP7w8dNyB6Uo9Ti0yh1Abjd1cBBdB24vjuB0HtMwCQjE6cZiPZV2Ku9sq1XtIi+e6AwDzPPWmv28mUpLe8Dv3dRwuiVbDcPZckw4OrOE7LfTnoXMvGBxwmbSQ6tgpgTLZhBHwU5LwNC8p/YwKjmmi8VpqFSZDZUYs2Hrsa3HW3q8pRIGDr1qrbXZ0hdaHljTQa0yvY56N4w/4YB7wxA2tRdgzjtWKxFdiZmgXkBUeoecJNg7w6ekA8MIh4R3pS6zKaqDxEf9mMEdCaSlRtbDH9GEax+z6Jy1k0EY+4RFeSEOOb8IXaBR1YIXdUpYqmtHx+AWBzm0zlD073ZVlRsKEnmT2PvDAIkYqdcA8ikjngguYIA9RmH+yBtghj0BxS2H74bgjYDARzRCih+p8HM2XMAAkQi2GMnPil9EAp8XZCLE7IL5II3I2IvDEEe+4yfBkMubzoCDHdmQt7aT8/Rm3saL4SRLx6MMlsvHXPRkzUqLNgeiY4PVEIqXLtQ1OAog1qZFW3V4lLWxMDcWmxY8evOxnTo0mlfC2tHTZ2kjY2hmDJvGvFKeSCcg/cyJnwNiHt6CPbgaBIKFwHVe3hGlMOnQ/X9PebG+7zrvktWelMrO7ZUJ2MokYFsloNMya7ebPekcPOq10sU0M8yZlcomUgWynP5/L4JM4t4WxsEjqdsS15WPCqeC09dELnqW44L6YO8Vnzc/6qGgV/Vlrn/269HPSr9HoOAy0gbQxwlhWMRsA+KFygthCwqVMg/yYNjPhPAgLSwlHZV0cigPEY9KWjSUB4JFmzR/AUthNQyHD13YZ/hCegA2UamWCwjVW6vegPeH4F6z+K9tZr2foV5tMyAATUsZWbCCUUFovPiSnCJeZlwxycO9tLOt9l2+HZDt3H6B7aLag8V2NKk/fcU7bgBVnP82hMUs+NxLTSRHbwLaviyQ0s9jhofVnXkZ3ZuQjVzbUcxTe++nt6bqPwplvktUHFslcYxL+NA/X7NMqlkwTXXZd8tJzXqf+Z3Ma0V+S/nfNbv5IgyFUrVNup2Yf9BNyqfm1m+cdFJYV7RbebmgZ69zB31jVo01h1J3Zh/quw3Va22qxyZkACH41PJJhw9wQnYnXqbP8NikUUQYApJdaGuhU0XasYlUXD9AZNABW8V+d3nwwt607mxuP7Fr9x9Me+Hrla8r31YaFavyfeV+Zb9yVHle8da+Wftl7WjtSbVWPageVZ9OTK9emfp8Vcld1c7fi8bnHA==</latexit> ++(COR,x)

1
p2

1
∈[0,8)N0

<latexit sha1_base64="OMo5CifqTkLmx+9WRhZttqDOcNA=">AAAQoniczVdbb9s2FHa7Zuu0m7s97oWo7cFO1cBS0m7IlqJrMyAZ4jZt0stgOQYl0bEQSdQoyq7L6ZftP+x9/2aH9E2S5TZD22FC5FDn8n2Hh+TRkR35Xszb7b+vXP3o2sbHn1z/VPvs8y++/Kp64+vnMU2YQ5451KfspY1j4nshecY97pOXESM4sH3ywr54KPUvRoTFHg1P+SQivQCfh97AczAHUf/GtT8blk3OvVBg3zsPN1OtIc6sJMKM0XFqBZgPBwxfCJz2B2fip+jM6Bu6/DWRhf6AOzozlcTMSLaVZLtv3gM4i0p+woW1a42IIwZpKgA3igeMBlM6l47D90hIQncxG01r1Dv6aBkEJ68458ILI6s/8sh4Hg2nqVgbSgose7t1CTZegaIJz0OpiYk1aZRQu3sABWDFzFvMOx9y5YPQd3N81NlF6KDTNXSzB96W1kDZa2k32rWUXQ+hlTQ0rJB6oUtCDsOZQz3DV0c5GslS4mFFQxxyGuRdU6SojwygVhlfQzBeGAH8ZcJA+hIYxnmAy/tPc/JG0uZBRzdadSseUsYzGik3y+QPHz8td5CKUo8jo9wB5GZLBQfRdeF2aAin88QLIp9AnDbl9VSYqbi7I1e1hxw61WkamOetFfukpcynf8bdVLN6JXsNw+GydDg784wcdNK+gfS8YHnE5tIjo2AmBatmEEjBTknAUL8nNzEqOafL1WnKXOlNmRm9aaqxqcbbarwtMwYO/WqtvdVWF1odGLNBrTK7jvs3tL/ghDtJALva8XEcd412xHsCM+45PpH5TWISYecCn5MuDEMckLgnVJ1NUQMkLhpQBnfIkZJqWQ935EWx8tGLzlk74QfUJSzMC3EQx5PABhpZLuKiTgpLdZ3wBNyon0PrJnzwQ0+WuYST0JnGPkh8xCmS7wHkeow43J/AADvMg/kjZ4gZdjhUtxy+HYA3AgIXeSGS/EiGn7OJOQwQCWGLkfys4knI8auCjAeYTZgL0pCMHRoEOHQtN/KTWNyyhjHYkU1xeyd6ld7K2zgUjrKwHI/Bcrk45n1RM9KizSHvmmCVQPVSlboGBwHEyrRoK0+PtNaW5tpy04JHfzE2U8sLF6Wwdvz0NG1mDPWMYUtblMozYflkkDnyC0AcB7dhD64HgWAhcJWXd0QpTDqw/99TXq7vu867ZLWntbJ7Z20CtjMJ2JEJ6Lb12p1WX1iHj/rtdDnNDHNmpbKJlIGspv/DRZBJ3NvCOHwkVF9i2+JR4VTE3msilk3LSUF9uP8yXnQ/8qGgl/VloT/97fgXqd8nUHAZ6QDo44gwzCnbhHih8kLY3INKmQd5kAwyITxIC0vpjUpaOZSHoKOSHg3lgWDRpt2fz1JYDc2KExv2GZ4IB8CmKtlzAaF8azWa8P7gsdMq/lc28+ZPk6+2ORCApqWMzF/DKCEUHr0kJ6erjGsmebSfdnfkvsu3A6KT2y+wXWR7sNyOuufOXvGW7UMVj39PYDELPvdSHYnRm4B2Lgsk9YuY4WF9a15G9yZkLdd2FPPU2f/5ran6j0JZ7BIZx3ZJHOMSPvTv1yyTaubPUl324XJWM95nfqfzWpPfUv53zW6+CEOhlG2TaicWX3TT8qm41RsnnRbWNe1WXs69i9e5g745r8aKQ6q78y/1vabstbbkYwsygBB8a7mkGw9xRPamXrrL8Fj3wpAwBCR70NZCp4qUYwvJuH6EyKADNor97urgubll3N3aeWLW7j+Y9cLXK99WblaaFaPyfeV+5aByXHlWcTZubhxsPNl4Wq1Xf60+qZ5MTa9emfl8U8ldVesfeh/nWA==</latexit> ++(COR,y)

2
p2

2
∈[0,16)N0

<latexit sha1_base64="aEX8ekMeb7BHJweNUUl6+OT1BUI=">AAAQnXiczVfrbts2FHa7Zuu0m7v9HIYRczzYqRpYStoV2VJ0bQokQJxmvQ+WY1ASHQuRKI2k7aScXmuPsf97mx3SN0mW2wzthgmQTZ3L9x0ekkdHbhIGXLRaf125+sG1tQ8/uv6x8cmnn33+RfXGly94PGQeee7FYcxeuZiTMKDkuQhESF4ljODIDclL9+yh0r8cEcaDmD4TFwnpRviUBv3AwwJEvRvX/qg7LjkNqMRhcEo3UqMuT5xhghmLx6kTYTHoM3wmcdrrn8ifkhOrZ5nq10YO+h3u5MTWEjsj2dKSrZ59D+CcWPETIZ0dZ0Q82U9TCbgJ77M4mtD58Zi+R0JC/flsDKO+3jZHiyAEORdCyIAmTm8UkPEsGhGncmUoKbDs7qwrsPESVDwUeSg9MbkijQpqZxegAKyYeYcFpwOhfRD6foaP2jsI7bc7lml3wdsx6ih7LexGO4626yK0lIa6Q+OA+oQKGE4d1jN86yhHo1hKPJxkgKmIo7xrijT1oQXUOuMrCMZzI4C/TBjIXADDOA9wef9JTt5I2thvm1Zz3eGDmImMRsntMvnDx0/KHZSi1OPQKncAud3UwUF0Hbi9mMLpfBpESUggTjcW66m0U3lnW61qF3nxRGcYYO7MnqRmPm+m0tLW8Hs3NZxuyTbDcK4cE47NLBn77bRnITMvWJyumfTQKpgpwbIZxFGw0xIwNO+p/YtKjuhiYRoqTWZDJcVs2Hps6/GWHm+pZIFDr1prbbb0hZYH1nRQq0yv494N40843N4wgg3thZjzjtVKRFdiJgIvJCq1Q04S7J3hU9KBIcUR4V2pS2yK6iDxUT9mcFOBtNTIevijIOHaxyw6Z+1kGMU+YTQvxBHnF5ELNKpS8KJOCUt1bfoU3OIwh9YZiv7drqpwQ0GoN4m9PwyRiJF6BSA/YMQT4QUMsMcCmD/yBphhT0Bhy+G7EXgjIPBRQJHiRyr8nA0XMECEwhYj+VnxCyrweUEmIswumA9SSsZeHEWY+o6fhEMubzoDDnZkQ97aTs7Tm3kbL4ZTLB0vYLBcPuaiJ2tWWrQ5EB0brIZQuHSRrsFRALE2LdqqY6asjYW5sdi04NGbj+3UCei8CtaOnzxLGxlDM2PYNOZV8kQ6IelnTvscEPPoFuzB1SAQLASu8/KOKIVJR+7/e8qL9X3XeZes9qRUdm6vTMBWJgHbKgGdllm73exJ5+Co10oX08wwZ1Yqm0gVyHL6/70IMol7WxgHR1K3JK4rjwqnggeviVz0K08L6oO9V3ze+KiHgl7Vl7n+2a/Hj5R+j0DBZaQNoI8TwrCI2QbEC5UXwhYBVMo8yINhPxPCg7SwlMGopItDeYh4VNKeoTwQLNqk8QtZCqthOHzowj7DF9IDsIlKtVtAqN5a9Qa8PwT3msV/bTPr+wz1apsBAWhaysjCFYwKQuPFl+QU8TLjikke7qWdbbXv8u2AbOf2C2wX1R4stqMZ+NNXvOOGUMX5b0NYzILPvdREcvQmoO3LAin9PGZ4WN2Vl9G9CdnItR3FPLX3fn5rqv6jUOa7RMWxVRLHuIQP/fM1y6SahdNUl32znNSs95nfybxW5LeU/12zmy/CUChV26TbifnH3KR8am79xkknhXVFu5WXi+Dsde6gb8yqseZQ6s7sI323oXqtTfXYhAwgBJ9ZPunwAU7I7sTL9BkemwGlhCEg2YW2FjpVpB2bSMX1I0QGHbBV7HeXBy/sTevO5vYvdu3+g2kvfL3ydeW7SqNiVX6o3K/sV44rzyve2jdrD9cO19rVb6uPqofVo4np1StTn68quav68m8ZX+VO</latexit> �(COR,x)

1
p2

1
∈[0,8)N0

<latexit sha1_base64="RL0uj3vPBmNx1JuEyGh2XZFtm3c=">AAAQnniczVfrbts2FHa7Zuu0m7v9HDAQczzYqRpYStoN2RJ0bTYkQJxmTS8ZLMegJDoWIlEaRdtxOT3X3mL/9zY7pHyRZLnN0G6YEDnUuXzf4SF5dGRHvhfzVuuvGzffu7X2/ge3P9Q++viTTz+r3vn8RRwOmUOeO6EfsjMbx8T3KHnOPe6Ts4gRHNg+eWlfPpb6lyPCYi+kz/gkIt0AX1Cv7zmYg6h359YfdcsmFx4V2Pcu6Eai1cW5NYwwY+E4sQLMB32GLwVOev1z8UN0bvQMXf6ayEK/wx2dm0piZiRbSrLVM/cAzgolP+HC2rFGxBH9JBGAG8V9FgYpnRuO6TskJNSdz0bT6uttfbQIgpMrzrnwaGT1Rh4Zz6LhYSJWhpIAy+7OugQbL0GFQ56HUhMTK9IooXZ2AQrAipm3mHcx4MoHoW9m+Ki9g9BBu2PoZhe8La2OstfCbrRjKbsuQktpqFs09KhLKIfh1GE9w7eOcjSSpcTDigaY8jDIuyZIUR8ZQK0yvoJgPDcC+OuEgfQFMIzzANf3T3PyWtLGQVs3mutWPAgZz2ik3CyTP37ytNxBKko9joxyB5CbTRUcRNeB2wkpnM5TL4h8AnHaIV9PhJmIB9tyVbvICVOdpoG5NXsSinnSVKbpn/Eg0axuyT7DcLAsHc7NLBsH7aRnID0vWByvmfTIKJhJwbIZBFKwUxIw1PfkBkYlZ3SxMg2ZJ70hs6I3TDU21XhLjbdktsChV621NlvqQssDYzqoVabXSe+O9iecbmcYwI52fBzHHaMV8a7AjHuOT2RuhzGJsHOJL0gHhhQHJO4KVWMTVAeJi/ohg5typKRa1sMdeVGsfPSic9ZO+EHoEkbzQhzE8SSwgUaWiriok8JSXZueglvo59A6Q97/ritL3JAT6qSx94c+4iGS7wDkeow43J/AADvMg/kjZ4AZdjhUthy+HYA3AgIXeRRJfiTDz9nEHAaIUNhiJD+reEI5virIeIDZhLkgpWTshEGAqWu5kT+MxV1rEIMd2RD3tqOr5G7exgnhGAvL8Rgsl4tj3hM1IynaHPKOCVZDqFyqStfgIIBYmRZt5TmT1trCXFtsWvDozcdmYnl0XgZrJ0+fJY2MoZ4xbGrzMnkuLJ/0M8d9Dojj4B7swdUgECwErvLyliiFSQf2/3vKi/V923mXrHZaKzv3VyZgK5OAbZmATkuv3W/2hHV43Gsli2lmmDMrlU2kDGQ5/f9eBJnEvSmMw2OhehLbFseFUxF7r4hYNCynBfXh/lk873zkQ0Ev68tc/+zXk5+kfp9AwWWkDaBPIsIwD9kGxAuVF8LmHlTKPMijYT8TwqOksJTeqKSNQ3mIcFTSn6E8ECxa2vn5LIHV0Kx4aMM+wxPhAFiqkv0WEMq3Vr0B7w8eO83if2Uza/w0+WqbAQFoUsrI/BWMEkLhhdfk5OEy44pJHu0nnW257/LtgGjn9gtsF9keLLaj7rnTV7xl+1DF49+GsJgFn71ER2L0OqDt6wJJ/TxmeFjdlpfRvQ5Zy7UdxTy19398Y6r+o1Dmu0TGsVUSx7iED/3zNcukmvnTVJd9tJzXjHeZ33ReK/Jbyv+22c0XYSiUsm1S7cT8ay4tn4pbvXGStLCuaLfycu5dvsod9I1ZNVYcUt2ZfaXvNmSvtSkfm5ABhOA7yyWdeIAjspt66S7DY92jlDAEJLvQ1kKnipRjE8m4vofIoAM2iv3u8uCFuWk82Nz+xaw9fDTthW9Xvqx8XWlUjMq3lYeVg8pJ5XnFWftqbX+tvXZcRdWfq+3qk9T05o2pzxeV3FU9+xsGCuWK</latexit> �(COR,y)

2
p2

2
∈[0,16)N0

<latexit sha1_base64="sY3WWGin9iZaBrV/uFmg2azEYQo=">AAAQoXiczVdbc9tEFHahgSJuLjzysuCYsVM1Y8lpYQLplDYMyUzcpvcyluNZSetYE93YXdlJF/0xfgTv/BvOrnyRZLkN08KgGdmrc/m+s2d3j47s2PcY73T+uvLe+1c3Pvjw2kfax598+tnn9etfPGdRQh3yzIn8iL60MSO+F5Jn3OM+eRlTggPbJy/ss/tS/2JCKPOi8Cm/iMkgwKehN/IczEE0vH71j6Zlk1MvFNj3TsOtVGuKEyuJMaXRNLUCzMcjis8EToejE/FjfGIMDV3+mshCv8Mdn5hKYuYkXSXpDs07AGdFkp9wYe1aE+KIUZoKwI3ZiEZBRudG0/AdEpLQXcxG05qbPX2yDIKTc8658MLYGk48Mp1Hw6NUrA0lBZa93U0JNl2BihJehFITE2vSKKF29wAKwMqZt6h3OubKB6Fv5/iot4vQQa9v6OYAvC2tifLX0m6yaym7AUIraWhaYeSFLgk5DGcOmzm+TVSgkSwVHlY8xiGPgqJrihT1kQHUKuNrCKYLI4C/TBhIXwLDuAhwef8sJ68lbR30dKO9abFxRHlOI+Vmlfz+w8fVDlJR6XFkVDuA3Gyr4CC6PtxOFMLpfOIFsU8gTjvim6kwU3F7R67qADlRptM0MC9aS7DzdiqMVHSzXzPVrEHFVsNwtiwdjs48IQe9dGggvShYnrC59MgomUnBqhlkoWSnJGCo35F7GFUc0+XitGSq9JZMjN4y1dhU464ad2XCwGFYb3S2O+pCqwNjNmjUZtfx8Lr2JxxwJwlgUzs+ZqxvdGI+EJhyz/GJTG/CSIydM3xK+jAMcUDYQKgym6ImSFw0iijcIUdKquU93IkXM+Wjl53zdsIPIpfQsCjEAWMXgQ00slqwsk4KK3W98Am4RX4BrZ/w0fcDWeUSTkIni32U+IhHSL4GkOtR4nD/AgbYoR7MHzljTLHDobgV8O0AvBEQuMgLkeRHMvyCDeMwQCSELUaKs2IXIcfnJRkPML2gLkhDMnWiIMCha7mxnzBxwxozsCNb4uZOfJ7eKNo4EZxkYTkeheVyMeND0TDSss0h75tglUDxUoW6AYcHxMq0bCsPj7TWlubactOCx3AxNlPLCxeVsHH8+GnayhnqOcO2tqiUJ8LyySh34heAmAU3YQ+uB4FgIXCVl7dEKU06sP/fU16u79vOu2K1s1LZv7U2Ad1cAnZkAvodvXGrPRTW4YNhJ11OM8ecW6l8ImUgq+n/9yLIJe5NYRw+EKotsW3xoHQqmPeKiGXP8qSkPtx/yRbNj3wo6WV9Weif/nr8s9TvEyi4lPQA9GFMKOYR3YJ4ofJC2NyDSlkEuZeMciHcS0tL6U0qOjlUhIgmFS0aKgLBomXNn09TWA3NYokN+wxfCAfAMpVsuYBQvrWaLXh/cOa0y//KZt77afLVNgcC0LSSkfprGCWEwosuycmjVcY1kzzaT/s7ct8V2wHRK+wX2C6yPVhuR91zZ694y/ahirPfEljMks+dVEdi8jqgncsCSf0iZnhY35lX0b0OWSu0HeU89fZ/emOq/qNQFrtExtGtiGNawYf++ZrlUk39WaqrvltOGsa7zG82rzX5reR/2+wWizAUStk2qXZi8UGXlU/Frd44aVZY17RbRTn3zl4VDvrWvBorDqnuzz/U91qy19qWj23IAELwqeWSPhvjmOxlXrpL8VT3wpBQBCR70NZCp4qUYxvJuH6AyKADNsr97urgublt3N7eeWQ27t6b9cLXal/Vvqm1akbtu9rd2kHtuPas5mx8vfHLxvHGo3qjflg/rj/OTN+7MvP5sla46v2/AcqD5uM=</latexit> ++(L1,x)
1

p3
1∈[0,32)N0

<latexit sha1_base64="xU7Bru1HMiba6RfRxWWlUfK1ai4=">AAAQoXiczVdbb9s2FHa7Zuu0m7M97oWb48FO1cCS027IlqBrMywB4ja9d7Acg5LoWIgkahRl1+X0x/Yj9r5/s0P6Jslym6HtMAFK6HP5zuFH8vDIjnwv5q3W31eufnBt48OPrn+sffLpZ59/Ud388llME+aQpw71KXth45j4Xkieco/75EXECA5snzy3L+5J/fMRYbFHwyd8EpFegM9Db+A5mIOov3ntz7plk3MvFNj3zsPtVKuLMyuJMGN0nFoB5sMBwxcCp/3BmfgpOjP6hi7/mshCf8AbnZlKYmYkbSVp980DgLOojE+4sPasEXHEIE0F4EbxgNFgGs6l4/AdBiShu5iNptW3OvpomQQnLznnwgsjqz/yyHieDaepWJtKClH297Yk2HgFiiY8D6UmJtbQKKH29gEKwIrMW8w7H3Llg9B3c3zU2UPoqNM1dLMH3pZWR9lnaTfas5RdD6EVGupWSL3QJSGH4cxhKxNvC+XCyCglHlY0xCGnQd41RSr0iQGhFeNrAowXRgB/mTSQvgSGcR7g8v5TTl4btHHU0Y3mlhUPKeMZjZSbZfJ7Dx6VO0hFqceJUe4AcrOpkoPsuvA6NITT+dgLIp9AnjblW6kwU3F7V65qDzl0qtM0MM9bS7BJU1m3Fz5Wr2SrYThblg5HZ07IUSftG0jPC5YnbC49MQpmUrBqBiwU7JQEDPUDuYdRyTFdLk5DUqU3JDF6w1RjU43batyWhIFDv1pr7bTUg1YHxmxQq8ye0/6m9hcccCcJYFM7Po7jrtGKeE9gxj3HJ5LeJCYRdi7wOenCMMQBiXtCldkU1UHiogFl8IYcKamW9XBHXhQrH73onLUTfkBdwsK8EAdxPAlsCCOrRVzUSWGprhM+Bjfq59C6CR/80JNVLuEkdKa5DxIfcYrkNYBcjxGH+xMYYId5MH/kDDHDDofilsO3A/BGEMBFXohkfCTTz9nEHAaIhLDFSH5W8STk+GVBxgPMJswFaUjGDg0CHLqWG/lJLG5YwxjsyLa4uRu9TG/kbRwKJ1lYjsdguVwc876oGWnR5ph3TbBKoHipQl2DgwBiZVq0lYdHWmtLc225acGjvxibqeWFi0pYO330JG1kDPWMYVNbVMozYflkkDnxC0AcBzdhD64HgWQhccXLW6IUJh3Y/+8pL9f3beddstrTUtm9tZaAdoaAXUlAt6XXbjX7wjq+32+ly2lmImdWKkukTGSV/veXQYa4N6VxfF+otsS2xf3CqYi9V0Qse5bHBfXx4Yt40fzIHwW9rC8L/ZPfTn+R+kMCBZeRDoA+iAjDnLJtyBcqL6TNPaiUeZC7ySCTwt20sJTeqKSTQ3kIOipp0VAeCBZt2vz5LIXV0Kw4sWGf4YlwAGyqki0XBJS3Vr0B9wePnWbxv7KZ936avNrmQACalkZk/pqIEkLh0UvG5HQ14ppJnhym3V257/LtgOjk9gtsF9keLLej7rmzK96yfaji8e8JLGbB5yDVkRi9Dmj3skBSv8gZfqzvzMvCvQ5Zy7UdRZ46hz+/kar/KJXFLpF5tEvyGJfEQ/9+zTJUM39Gddl3y1nNeJf8Tue1ht/S+G/Lbr4IQ6GUbZNqJxYfdNPyqWKrGyedFtY17VZezr2LV7mDvj2vxiqGVHfnH+r7Ddlr7cifTWAAIfjUckk3HuKI7E+9dJfhse6FIWEIguxDWwudKlKOTSTz+hEygw7YKPa7q4Nn5o5xe2f3oVm7c3fWC1+vfF35ttKoGJXvK3cqR5XTytOKs/HNxq8bpxsPq7XqcfW0+mhqevXKzOerSu6pdv8BLZHm6w==</latexit> ++(L1,y)
2

p3
2∈[0,64)N0

<latexit sha1_base64="0zqJfhZLThi4+SufT+nGlJTGbuU=">AAAQnXiczVfrbts2FHa7Zuu0m7v9HIYRczzYqRpYctoN2VJ0bQokQJymbXoZLMegJDoWIokaRdl1Ob3WHmP/9zY7pG+SLLcZ2g0T4IQ6l+87PCQPj+zI92Leav115eoH1zY+/Oj6x9onn372+RfVG18+j2nCHPLMoT5lL20cE98LyTPucZ+8jBjBge2TF/bFA6l/MSIs9mh4yicR6QX4PPQGnoM5iPo3rv1Rt2xy7oUC+955uJVqdXFmJRFmjI5TK8B8OGD4QuC0PzgTP0dnRt/Q5V8TWeh3+EVnppKYGUlbSdp98y7AWVTyEy6sXWtEHDFIUwG4UTxgNJjSuXQcvkdCErqL2WhafbOjj5ZBcPKKcy68MLL6I4+M59Fwmoq1oaTAsre7KcHGK1A04XkoNTGxJo0SancPoACsmHmLeedDrnwQ+n6Ojzq7CB10uoZu9sDb0uoo+yztRruWsushtJKGuhVSL3RJyGE4c9jM8G2iHI1kKfGwoiEOOQ3yrilS1EcGUKuMryEYL4wA/jJhIH0JDOM8wOX9pzl5I2njoKMbzU0rHlLGMxopN8vkDx49KXeQilKPI6PcAeRmUwUH0XXh59AQTudTL4h8AnHalG+mwkzFnR25qj3k0KlO08Dcmr8JCTRpKsv2wt7qlWwzDOfK0uHYzJNx0En7BtLzguXpmkuPjIKZFKyaQQYKdkoChvpduX9RyRFdLkxDpklvyKToDVONTTVuq3FbJgsc+tVaa7ulHrQ6MGaDWmX2nPRvaH/C4XaSADa04+M47hqtiPcEZtxzfCJTm8Qkws4FPiddGIY4IHFPqBKbojpIXDSgDH4hR0qqZT3ckRfFykcvOmfthB9Ql7AwL8RBHE8CG2hkpYiLOiks1XXCp+BG/RxaN+GDH3uywiWchM409kHiI06RvAKQ6zHicH8CA+wwD+aPnCFm2OFQ2HL4dgDeCAhc5IVI8iMZfs4m5jBAJIQtRvKziichx68KMh5gNmEuSEMydmgQ4NC13MhPYnHTGsZgR7bErZ3oVXozb+NQOMXCcjwGy+XimPdFzUiLNoe8a4JVAoVLFekaHAQQK9OirTxm0lpbmmvLTQse/cXYTC0vXFTB2smT07SRMdQzhk1tUSXPhOWTQea0LwBxHNyCPbgeBIKFwFVe3hGlMOnA/n9Pebm+7zrvktWelsru7bUJaGcSsCMT0G3ptdvNvrAOj/utdDnNDHNmpbKJlIGspv/fiyCTuLeFcXgsVEti2+K4cCpi7zURy37laUF9uP8yXjQ+8qWgl/VloT/99eSh1O8TKLiMdAD0UUQY5pRtQbxQeSFs7kGlzIPcTwaZEO6nhaX0RiVdHMpD0FFJe4byQLBo08bPZymshmbFiQ37DE+EA2BTlWy3gFDeWvUG3B88dprF/8pm3vdp8mqbAwFoWsrI/DWMEkLh0UtycrrKuGaSR/tpd0fuu3w7IDq5/QLbRbYHy+2oe+7sirdsH6p4/FsCi1nwuZvqSIzeBLRzWSCpX8QML+u78jK6NyFrubajmKfO/i9vTdV/FMpil8g42iVxjEv40D9fs0yqmT9Lddk3y1nNeJ/5nc5rTX5L+d81u/kiDIVStk2qnVh8zE3Lp+JWN046Laxr2q28nHsXr3MHfWtejRWHVHfnH+l7DdlrbcvXJmQAIfjMckk3HuKI7E29dJfhse6FIWEISPagrYVOFSnHJpJx/QSRQQdsFPvd1cFzc9u4s73z2Kzduz/rha9Xvq58V2lUjMoPlXuVg8pJ5VnF2fhm48HG0Uan+m31YfWoejw1vXpl5vNVJfdUX/wNuxvlHQ==</latexit> �(L1,y)
2

p3
2∈[0,64)N0

<latexit sha1_base64="lSODQFaJHQ0SNVXjMuGgcPZfKPM=">AAAQnXiczVfrbts2FHa7Zuu0m7P9HIYRczzYqRpYctoN2VJ0bQokQJym9w6WY1ASHRPRbRRtJ+X0WnuM/d/b7JDyRZLlNEO7YQJkU+fyfYeH5NGRHXk05q3WX9euf3Bj7cOPbn6sffLpZ59/UV3/8mUcjphDXjihF7LXNo6JRwPyglPukdcRI9i3PfLKPnso9a/GhMU0DJ7zi4j0fHwa0AF1MAdRf/3GH3XLJqc0ENijp8FmotXFiTWKMGPhJLF8zIcDhs8ETvqDE/FzdGL0DV3+mshCv8MdnZhKYmYkbSVp9817AGeFkp9wYe1YY+KIQZIIwI3iAQv9lM4NJ8F7JCSBO5+NptU3Ovp4EQQn55xzQYPI6o8pmcyi4WEiVoaSAMvuzoYEmyxBhSOeh1ITEyvSKKF2dgEKwIqZtxg9HXLlg9D3M3zU2UFov9M1dLMH3pZWR9lrYTfesZRdD6GlNNStIKSBSwIOw6nDRoZvA+VoJEuJhxUNccBDP++aIEV9aAC1yvgKgsncCOCvEgbSF8AwzgNc3T/NyaWkjf2ObjQ3rHgYMp7RSLlZJn/4+Gm5g1SUehwa5Q4gN5sqOIiuC7cTBnA6n1E/8gjEaYd8IxFmIu5uy1XtISdMdZoG5tbsSUig82YijES0018z0axeyTbDcK4sHY7NLBn7naRvID0vWJyumfTQKJhJwbIZZKBgpyRgqN+T+xeVHNHFwjRkmvSGTIreMNXYVOO2GrdlssChX621tlrqQssDYzqoVabXcX9d+xMOtzPyYUM7Ho7jrtGKeE9gxqnjEZnaUUwi7JzhU9KFYYB9EveEKrEJqoPERYOQwR1wpKRa1sMd0yhWPnrROWsnPD90CQvyQuzH8YVvA42sFHFRJ4Wluk7wDNxCL4fWHfHBjz1Z4UacBE4a+2DkIR4i+QpALmXE4d4FDLDDKMwfOUPMsMOhsOXwbR+8ERC4iAZI8iMZfs4m5jBAJIAtRvKzii8Cjs8LMu5jdsFckAZk4oS+jwPXciNvFItb1jAGO7Ipbm9H58mtvI0TwikWlkMZLJeLY94XNSMp2hzwrglWIyhcqkjX4OCAWJkWbeUxk9bawlxbbFrw6M/HZmLRYF4Fa8dPnyeNjKGeMWxq8yp5IiyPDDKnfQ6IY/827MHVIBAsBK7y8o4ohUn79v97yov1fdd5l6x2Wiq7d1YmoJ1JwLZMQLel1+40+8I6OOq3ksU0M8yZlcomUgaynP5/L4JM4t4WxsGRUC2JbYujwqmI6RsiFv3Ks4L6YO91PG985ENBL+vLXP/81+NHUr9HoOAy0gHQxxFhmIdsE+KFygthcwqVMg/yYDTIhPAgKSwlHZd0cSgPEY5L2jOUB4JFSxs/jyWwGpoVj2zYZ/hCOACWqmS7BYTyrVVvwPuDx06z+K9sZn2fJl9tMyAATUoZmbeCUUIovPCKnDxcZlwxycO9pLst912+HRCd3H6B7SLbg8V21Kk7fcVbtgdVPP5tBItZ8LmX6EiMLwPaviqQ1M9jhofVXXkZ3WXIWq7tKOaps/fLW1P1H4Uy3yUyjnZJHJMSPvTP1yyTauZNU132zXJSM95nftN5rchvKf+7ZjdfhKFQyrZJtRPzj7m0fCpu9cZJ0sK6ot3Kyzk9e5M76Juzaqw4pLo7+0jfbchea0s+NiEDCMFnlku68RBHZDf10l2GJzoNAsIQkOxCWwudKlKOTSTj+gkigw7YKPa7y4OX5pZxd2v7iVm7/2DaC9+sfF35rtKoGJUfKvcr+5XjyouKs/bN2sO1w7VO9dvqo+ph9Sg1vX5t6vNVJXdVX/0NWBzlFQ==</latexit> �(L1,x)
1

p3
1∈[0,32)N0

<latexit sha1_base64="IvAksVtJfXl1BU1sVTPr+crhfLo=">AAAO83icvVdfc9tEEHcLgSIgtPDIyw2OwWnVjiWngcm0mU5bZpKZuA39G8ZyNCf5nGgi6cTpZMc97pPwxvDKF+Eb8C14hSf2zv8kWc6kwOAZWee93/52b29vb+0lYZDyVuv3K1ffeXftvfevfWB8+NHH659cv/Hpq5RmzCcvfRpSduThlIRBTF7ygIfkKGEER15IXntnj9T86yFhaUDjF3yckF6ET+JgEPiYg8i9seY3HI+cBLHAYXAS35RGQxw7WYIZoyPpRJifDhg+E1i6g2NxLzm2XMtU3zZy0I/wJMe2ltg5SVtL2q69C3QOVfYJF86OMyS+GEgpgDdJB4xGE3N9Oor/Q4Mk7s9XYxiNjY45XDjByTnnXARx4rjDgIxm3nAqxUpXJFi5v7OhyEZLVDTjRSq9MLEijIpq5z5QAVk58g4LTk651kHoyxk/6uwgtNfpWqbdA23HaKD8Z4Eb7jga10NoKQwNJ6ZB3Ccxh+FUYSNnbwMVzCgrFRpOcopjTqOiqkTa9IEFpnXEVxgYzUFAfxk3kLkghnGR4PL6k5hcaLS51zGtzQ0nPaWM52aU3K6SP3r6rFpBTVRqHFjVCiC3N7Vz4F0XHp/GcDqfB1ESEvDTo3xDCluK7S21q70FrASxFGqGKGUWhqPkmHBSZuvf60jXQmZRsDhQM+mBVYIpwTIMFl3CaQkAzV2VsqjiVC72oqkiYzZVHMymrce2Hrf1uK3ioxTgmef6Pec0TbBPhG0l55CAWhsVhOb817aCAM9WDrFdgbhrbi8QlpLtIgl2c2Z1ppyDV/Aab0KC6Q1XgslbSWBHlQBegFAM7vV6605Lf9DywJoO6rXp59C9cW0ElcjPIjh9fojTtGu1Et4TmPHAD4na5Swl4OYZPiFdGMY4ImlP6PtAogZI+mhAGTwxR1pq5DX6wyBJtY5ZVs7jBI7SdBx5wKgqWFqeU8KquW7GB9/0VI3NOIn9iUODLEScInUJoX7AiM/DMQywzwJYFPJPMcM+h9JasOJFoI08GvZRECNlCUW0TwoYJeWUhqkyBBWLecB0RngRlIU8UMW4IE05DBCJ4bCQ0sw45vi8jI4wG7M+SGMy8mkU4bjv9JMwS8Wtad7cFLe3IHFuFTE+hRIkHD9gsH19nHJX1C1Zxuzzrg0ovQZ1w9Th1INYQ8tYVSMU2ljAjeRYOGlwEmF3lrAJ47ehzsjmTABU5nxsSyg8QTyv7vXDZy9WQw1wRq/VFTmxPM7hpVF2M/L+fychYhc5WBHISSXttsue5jRdxQV+dFtmvb0JIdh/8kbmQqIsLa3+n/HCVwqnIuHTbz4OCWpJba2QQcsm958I3Wx4nnhSTJmJw7lZt1VUTYM3RCw6leeljNt/fJTOw6p+lObVuZ7Pv/j+8Fs1/5hA9WKkA6RPE8Iwp+wmrAHKGHjCAyg7RZKH2SDnwkNZ2qxgWNG/oSIFHVY0ZqhIBJs2aflCJmFnDCfNPEhAPBY+kE2mVKMFBtXl1WhCMYbN2Cy/NWbW8RnqhpsRAamstMjCFRYVheajl7TJ6bLFFYs8eCy7WyoHi12B6BQSEdJJdQkzSVuaQX960zteCCUw/SGDzSzp7EoTieFFRFuXJVLzc5/hh8j3zVUWLiIzCg3HitCwUIWmXRGaUYU99PaxyS2JhWpJhTV9pYnz5enfrErXhudwXeurZv4vZVIxdLOp2045qYOFi60TKz0aSgNaFavcmCwPXtl3rO07d7+z6w8eTpuWa7XPa1/UmjWr9nXtQW2vdlh7WfPXflv7Y+3Ptb/Ws/Wf1n9e/2UCvXplqvNZrfBZ//VvZnw3zQ==</latexit>

< (HM,x),(HM,y) , (COR,x),(COR,x) , (L1,x),(L1,y) >

<latexit sha1_base64="9gPLtxjdHkU7ysNrFTzkQX+VYlk=">AAAO/HicvVfdb9s2EHfbpcu0LWu3x70Qs705rVpYcpoNQRoUbQckQNxm/cxgOQYl04kQSdQoyo7LcX/N3oa97h/Z0/6Uve1If0myHGQfmABb9PF3vzsej8ezGwd+wpvNP65dv/He2s331z8wPvzo441Pbt3+9E1CU+aR1x4NKDt2cUICPyKvuc8DchwzgkM3IG/d8ydq/u2QsMSn0Ss+jkk3xKeRP/A9zEHUu70W1B2XnPqRwIF/Gt2RRl2cOGmMGaMj6YSYnw0YPhdY9gYnYjc+sXqWqb5t5KAf4ROf2FpiZyQtLWn17D2gc6iyT7hwdpwh8cRASgG8cTJgNJyY69NR9B8aJFF/vhrDqNfa5nDhBCcXnHPhR7HTG/pkNPOGUylWuiLBysOdmiIbLVHRlOep9MLEijAqqp2HQAVkxcg7zD8941oHoS9n/Ki9g9B+u2OZdhe0HaOOss8CN9xxNK6L0FIY6k5E/ahPIg7DqUItY6+GcmaUlRINJz7DEadhXlUibfrQAtM64isMjOYgoL+KG8hcEMM4T3B1/UlMLjXa2G+b1mbNSc4o45kZJbfL5E+evyhXUBOlGodWuQLI7U3tHHjXgY9HIzidL/0wDgj46VJek8KWYntL7Wp3AStALIWaIQqZheEoOSaclNn699uyZyEzL1gcqJn00CrAlGAZBosu4LQEgOaeSllUcioXe9FQkTEbKg5mw9ZjW49betxS8VEKRs2Y5/quc5bE2CPCtuILSECtjXJCc/5rW0GAZyuD2C5BPDC3FwhLyfaQPnG1vMNoVyfMBTgHr/Em5JnedyWYvJUENlYJ4AWIPXUka71b1eb9pn7Q8sCaDqqV6XPUu70+gpLkpSEcQy/ASdKxmjHvCsy47wVEbXeaEPD3HJ+SDgwjHJKkK/TFIFEdJH00oAw+EUdaamQ1+kM/TrSOWVTO4gQOk2QcusCoSllSnFPCsrlOygffdFWxTTmJvIlDgzRAnCJ1G6G+z4jHgzEMsMd8WBTyzjDDHocam7PihqCNXBr0kR8hZQmFtE9yGCXllAaJMgSli7nAdE54HpQG3FdVOSdNOAwQieDUkMLMOOL4oogOMRuzPkgjMvJoGOKo7/TjIE3E3WkC3RH3tiCD7uYxHoVaJBzPZ7B9fZzwnqhasog54B0bUHoN6qqpwvEHsYYWsapYKLSxgBvxiXAS/zTEvVnKxozfg4IjGzMBUJnzsS2hAvnRvMxXj168Wg01wBm91p7IiOVJBi+Nopuh+/87CRG7zMGSQE5KaqdV9DSj2VNc4EenaVZbmxCCg2fvZCYkytLS6v8ZL3wlcCpiPv3m44CgptTWchm0bPLgmdBdh+uKZ/mUmTicme0186qJ/46IRcvyspBxB0+Pk3lY1Y/CvDrX8/lX3x99q+afEqhejLSB9HlMGOaU3YE1QBkDT7gPZSdP8jgdZFx4LAub5Q9LGjmUp6DDkg4N5Ylg0ya9X8Ak7IzhJKkLCYjHwgOyyZSq/2BQ3WL1BhRj2IzN4ltjZq2foa66GRGQylKLLFhhUVFoPnpFm5wuW1yxyMOnsrOlcjDfHoh2LhEhnVS7MJO0pOn3p1e+4wZQApMfUtjMgs6eNJEYXka0dVUiNT/3GX6IbANdZuEyMiPXeawIDQtUaFoloRmV2EN/PzaZJbFALSm3pq80cbY8/ZtV6drwEq5rfdXM/65MKobuOnX/KSd1MHextSOlRwNpQKtiFRuT5cEb+761ff/Bd3b10eNp07Je+bzyRaVRsSpfVx5V9itHldcVb+33tT9vXr95Y+OnjZ83ftn4dQK9fm2q81kl92z89hdmuDdz</latexit>

< (1,2) , (3,4) , (5,6) >
<latexit sha1_base64="nKLKjORI0+opHxoeoKs1Kl7+MyI=">AAAH0nicxVRbT+Q2FA6ztEPTG3Qf+2LtQJeFgCbT1bZCuysEVAKJWSiXhWo8jBzHM1gkTmQ73Nw8VH3tL+o/6Vtf21/R4zAMk1Ck7QuNZPlcvnP82TnnBGnElW42/5ioPZn86OP61Cfup599/sWX0zNfvVdJJik7pEmUyOOAKBZxwQ411xE7TiUjcRCxo+Bs3fqPzplUPBEH+ipl3ZgMBO9zSjSYejO1/Tms2aXW2sxiyQenmkiZXMwi1F5BaLPd8b1WF3nofAWjbb/jd3P3PwaAjC5G0Ri7D4TPb7Y9/4VntxZs6zt7hWp3q2/7hQpb64XNAjQ6sGgi4CqmlZvbtJvt3HLs3iHiYNy/7Zf9aZSph/wBG3BhSMQHYgGM35AT8xp7iJ+MHdbzkVc2tBBGP8O6s0LOMswa7sPgrhVcYQGg9zZHGCOggGOSKp0MNfL8/2QEDDAT4eiB3LlZ8nzlzWxvutFcbhYfui/4Q6HhDL/d3sxkH4cJzWImNI2IUh2/mequIVJzGjH7PzLFUkLPyIB1QBQkZqprivrP0RxYQtRPJCyhUWF1xyPCc56qIsarBo/jDImVuooDyBgTfaqqPmv8N18n0/3vu4aLNNNM0BtC/SxC8J9s06GQS0Z1dAUCoZLDpRA9JZJQDa1ZOiWIIRoFSRQiLpA9CcVJyEoYpUFATEBtsjJ/dSU0uQSbYBdQ9zERIQ6LAl/EpwpQbMEsvUwv88UyhibQmwZTLuG1Q6J0zzRsG5QxW7rTAlQmQmDNtGnYrqFJAa1ibVdatHsHd/mJwYoPYtK7LaZU6iXo/3z+1gApvZHs59DpXNzquLG7d/Aw1AUyxV17Zsycn4zhc7dKMw4enyS82IcStNd5dIKLH/6AW+8MtjUaBOZdpQQUv2Y3zr4kZ2a/4t7aOFajY6xS8du2GfkPftr9wfo3GAwHydqQdCdlkuhELsB7wpSw45tDV5eTrGX9MQprkAImk1+dQ/eF961l/9Xytz+2Gqtrwxk15XztPHPmHd/5zll1Np1d59Chtd9rf9b+qv1dP6hf13+p/3oDrU0MY546pa/+2z9kia9i</latexit>

! (HM,1),(HM,2),(COR,1),(COR,2),(L1,1),(L1,2)
<latexit sha1_base64="nKLKjORI0+opHxoeoKs1Kl7+MyI=">AAAH0nicxVRbT+Q2FA6ztEPTG3Qf+2LtQJeFgCbT1bZCuysEVAKJWSiXhWo8jBzHM1gkTmQ73Nw8VH3tL+o/6Vtf21/R4zAMk1Ck7QuNZPlcvnP82TnnBGnElW42/5ioPZn86OP61Cfup599/sWX0zNfvVdJJik7pEmUyOOAKBZxwQ411xE7TiUjcRCxo+Bs3fqPzplUPBEH+ipl3ZgMBO9zSjSYejO1/Tms2aXW2sxiyQenmkiZXMwi1F5BaLPd8b1WF3nofAWjbb/jd3P3PwaAjC5G0Ri7D4TPb7Y9/4VntxZs6zt7hWp3q2/7hQpb64XNAjQ6sGgi4CqmlZvbtJvt3HLs3iHiYNy/7Zf9aZSph/wBG3BhSMQHYgGM35AT8xp7iJ+MHdbzkVc2tBBGP8O6s0LOMswa7sPgrhVcYQGg9zZHGCOggGOSKp0MNfL8/2QEDDAT4eiB3LlZ8nzlzWxvutFcbhYfui/4Q6HhDL/d3sxkH4cJzWImNI2IUh2/mequIVJzGjH7PzLFUkLPyIB1QBQkZqprivrP0RxYQtRPJCyhUWF1xyPCc56qIsarBo/jDImVuooDyBgTfaqqPmv8N18n0/3vu4aLNNNM0BtC/SxC8J9s06GQS0Z1dAUCoZLDpRA9JZJQDa1ZOiWIIRoFSRQiLpA9CcVJyEoYpUFATEBtsjJ/dSU0uQSbYBdQ9zERIQ6LAl/EpwpQbMEsvUwv88UyhibQmwZTLuG1Q6J0zzRsG5QxW7rTAlQmQmDNtGnYrqFJAa1ibVdatHsHd/mJwYoPYtK7LaZU6iXo/3z+1gApvZHs59DpXNzquLG7d/Aw1AUyxV17Zsycn4zhc7dKMw4enyS82IcStNd5dIKLH/6AW+8MtjUaBOZdpQQUv2Y3zr4kZ2a/4t7aOFajY6xS8du2GfkPftr9wfo3GAwHydqQdCdlkuhELsB7wpSw45tDV5eTrGX9MQprkAImk1+dQ/eF961l/9Xytz+2Gqtrwxk15XztPHPmHd/5zll1Np1d59Chtd9rf9b+qv1dP6hf13+p/3oDrU0MY546pa/+2z9kia9i</latexit>

! (HM,1),(HM,2),(COR,1),(COR,2),(L1,1),(L1,2)

Multi-Layered,  
Multi-Dimensional 

Iteration Space Tiling

LL-IR: Low-Level IR

Expresses parallelization and data-movement optimizations
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them
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General Structure — (deliberately) limited to expressing ML computations:

Expresses ML computations as 
minimalistic, structured, imperative-style code

CL-IR: Code-Level IR

Each CL-IR always consists of 
the same (simple) structure:


1. De-Composition Buffers


2. Re-Composition Buffers


3. Loop Nest (canonical): 
→ De-Composition OPs 
→ Re-Composition OPs 

4. Scalar Computation

De-Composition Buffers

Re-Composition Buffers

Loop Nest

Scalar Computation

De-Composition 
Operator

Re-Composition 
Operator
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24
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{…}-IR: Backend IRs

14

We define minimalistic IRs for target models, limited to required features:

Extend CL-IR by target-specific features (e.g., tensor core operations)

Currently supported

Future Targets

Triton

…
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



Transformation: HL-IR → LL-IR
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Based on MDH [1] and ATF [2]:

Formally defined transformation driven 
by performance-critical parameters [1] 

and auto-tuning [2]

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning  
     Parameters via Auto-Tuning Framework (ATF)”, TACO’21

No. Name Range Description

0 #PRT MDH-LVL→ N number of parts

D1 ω↓-ord MDH-LVL↢→ MDH-LVL de-composition order

D2 ↔↓-ass MDH-LVL↢→ ASM-LVL ASM assignment (de-composition)

D3 ↓-mem<ib> MDH-LVL→ MR memory regions of input BUFs (ib)

D4 ω <ib>
↓-mem MDH-LVL→ [1, . . . ,DIB

ib]S memory layouts of input BUFs (ib)

S1 ωf -ord MDH-LVL↢→ MDH-LVL scalar function order

S2 ↔f -ass MDH-LVL↢→ ASM-LVL ASM assignment (scalar function)

S3 f ↓-mem<ib> MR memory region of input BUF (ib)

S4 ω <ib>
f ↓-mem

[1, . . . ,DIB
ib]S memory layout of input BUF (ib)

S5 f ↢-mem<ob> MR memory region of output BUF (ob)

S6 ω <ob>
f ↢-mem

[1, . . . ,DOB
ob]S memory layout of output BUF (ob)

R1 ω↢-ord MDH-LVL↢→ MDH-LVL re-composition order

R2 ↔↢-ass MDH-LVL↢→ ASM-LVL ASM assignment (re-composition)

R3 ↑-mem<ob> MDH-LVL→ MR memory regions of output BUFs (ob)

R4 ω <ob>
↢-mem MDH-LVL→ [1, . . . ,DOB

ob]S memory layouts of output BUFs (ob)

Table 1. Tuning parameters of our low-level expressions

ASM’s numbers of layer L, as well as particular values for the generic parameters of the high-level
expression in Figure 15 (dimensionality D, combine operators ⌐1, . . . ,⌐d , and input/output views)
results in an instance of the expression in Figure 19 that remains generic in tuning parameters
only; this auto-tunable instance will be the focus of our discussion in the remainder of this section.

In Section 4, we show that we fully automatically compute the auto-tunable low-level expression
for a concrete ASM instance and high-level expression, and we automatically optimize this tunable
expression for a particular target architecture and characteristics of the input and output data
using auto-tuning [Rasch et al. 2021]. Our !nal outcome is a concrete (non-generic) low-level
expression (as in Figure 17) that is auto-tuned for the particular target architecture (represented
via an ASM instance, e.g., ASM instance ASMCUDA when targeting an NVIDIA Ampere GPU) and
high-level MDH expression. From this auto-tuned low-level expression, we can straightforwardly
generate executable program code, because all the major optimization decisions have already been
made in the previous auto-tuning step. Our overall approach is illustrated in Figure 4.

40

E!icient Auto-Tuning of Parallel Programs
with Interdependent Tuning Parameters via Auto-Tuning Framework (ATF) 9

resulting in a high memory footprint. Furthermore, the con!gurations of parameters 𝐿3, 𝐿4, 𝐿5,
which are represented by Tree 2, would have to be stored for every leaf of Tree 1 (4 times in this
example). We avoid this signi!cant waste of memory by storing Tree 2 only once and chaining the
two trees together.
Note that our chains-of-trees structure is e"cient also for storing the spaces of parameters

without interdependencies: if tuning parameters are independent, then each single parameter
represents an own interdependent parameter group (comprising only one parameter), which
corresponds to exactly the same range-based search space representation as used in OpenTuner
and libtuning.

5 EXPLORING CONSTRAINED SEARCH SPACES
The third and !nal phase of auto-tuning is the exploration of the search space, generated and stored
as described in Section 3 and 4, using some search technique. State-of-the-art general-purpose
auto-tuning frameworks follow one of two basic approaches to the exploration phase.
CLTune and KernelTuner explore constrained search spaces, but they use a plain array of

con!gurations. Consequently, they provide search techniques an only one-dimensional view on
the search space, which often causes sub-optimal auto-tuning results, because locality information
within the space’s particular dimensions are lost [70]. For example, we demonstrate in Section 7
for the search by simulated annealing – CLTune’s most e"cient search technique [41] – that the
selection time of the next candidate point is very high for large search spaces when relying on the
one-dimensional space, thus leading to poor auto-tuning results.
OpenTuner and libtuning retain the multidimensionality of their search spaces, as required

by search techniques for high search e"ciency [70]. However, these two frameworks have to
explore unconstrained search spaces which can contain also invalid con!gurations. This usually
drastically worsens their e"ciency for programs with interdependent tuning parameters, as we
con!rm experimentally in Section 7.

Fig. 2. Example of exploring our chain-of-trees structure in multiple dimensions, based on an 𝑀-dimensional
coordinate space (in this example: 𝑀 = 4). Subtrees in level 1 – for nodes 2, 3, 4 – are omi"ed for brevity.

, Vol. 1, No. 1, Article . Publication date: October 2018.

MDH-Based Tuning Parameters [1]

ATF-Based Search Space Exploration [2]



HL-IR LL-IR CL-IR OpenMP

OpenCL

CUDA

High-Level
IR

• Expresses a wide range of data-

parallel computations 
• Agnostic from hardware and 

optimization details 
• Captures high-level information 

relevant for generating high 
performing code

Low-Level
IR

• Expresses (de/re)-compositions of 

data-parallel computations 
• Data Movement & Parallelization 

Optimizations expressed, by 
assigning (de/re)-composed 
computations to memory and core 
hierarchy of target architecture 

Code-Level
IR

• Represents imperative-style 

program code for data-parallel 
computations 

• Code-level optimizations simple to 
express: CL-IR specifically limited 
and tailored to expressing data-
parallel computations

Based on  

MDH
Based
[1]

Auto-Tuning [2]

Transition: 


Functional 
→
Imperative 


CL → CL

…

Straightforward

(no 
optimizations 
required)

User
CL → {…}

CUDA → CUDA

OpenMP → OpenMP

OpenCL → OpenCL

LL → CLHL → LL

Overview

17

End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



Transformation: LL-IR → CL-IR
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Shift from functional to imperative semantics:

CL-IR instance generated as sound by construction  
(numerous intermediate buffers, over-approximated buffer sizes, …)

De-Compositions:

- upper part of loops

- copy tiles of input data

Re-Compositions:

- lower part of loops

- combine computed 

intermediate results

Scalar Comp.:

- middle part of loops

- compute scalar function

LL-IR

CL-IR

De-Composition

Re-Composition

Scalar 
Comp.

...

...
...

...

...

...

...

...

...

...
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24
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Built around three core IRs with  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Transformation: CL-IR → CL-IR
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Code-Level Optimizations:

Minimalistic design of CL-IR 
simplifies expressing code-level optimizations 

Deterministic

Eliminate  
Functional Overhead

Standard  
Code-Level Optimizations

COElimination

Partition Index Elimination 

Buffer Size Reduction

Loop Unrolling

Algebraic Index Simplifications

Function Inlining… …
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



Transformation: CL-IR → {…}

22

Straightforward – all major optimization decisions expressed in earlier steps:

Designed to be straightforward, allowing 
easy extension to new target ML programming models

CL-IR

// … 
M_1_1[2][I,K] in SM[1,2] 
v_1_1[2][K]   in RM[1] 
w_1_1[2][I]   in RM[1] 
// … 
 
for(p_1_2 < 4){ 
  par_for<3,1>(p_2_1 < 8){ 
    // … 
  } 
}

CUDA

#define T_INP float 
#define T_OUT float 
#define I 1024 
#define K 128 
// … 
__shared__ T_INP M_1_1[2][I][K]; 
           T_INP v_1_1[2][K]; 
           T_OUT w_1_1[2][I]; 
// … 
 
for(int p_1_2=0; p_1_2<4; ++p_1_2){ 
  int p_2_1 = threadIdx.x;{ 
    // … 
  } 
}
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End-to-end ML Code-Generation approach:

[1] Rasch, “(De/Re)-Composition of Data-Parallel Computations via Multi-Dimensional Homomorphisms”, TOPLAS’24

[2] Rasch, Schulze, Steuwer, Gorlatch, “Efficient Auto-Tuning of Parallel Programs with Interdependent Tuning Parameters via  
     Auto-Tuning Framework (ATF)”, TACO’21

Built around three core IRs with  
automated transformations between them



Transformation: {…} → {…}
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Final, target-specific optimizations:

Applies target-specific optimizations that  
exceed the intended generality of the CL-IR abstraction

NVIDIA  
Tensor Cores

AMD  
Matrix Cores

Intel  
AMX

WIP



Experimental Results
Experimental evaluation in terms of Performance & Portability & Productivity:
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Competitors:
1. Scheduling Approach: 


- Apache TVM [1] (GPU & CPU)

2. Polyhedral Compilers: 


- PPCG [2] (GPU)

- Pluto [3] (CPU)


3. Domain-Specific Libraries:

- NVIDIA cuBLAS & cuDNN (GPU) 

- Intel oneMKL & oneDNN (CPU)


ML Kernels:
1. Linear Algebra Routines: 


- Dot Product (Dot)

- Matrix-Vector Multiplication (MatVec)

- Matrix Multiplication (MatMul)

- Matrix Multiplication Transposed (MatMul^T)

- batched Matrix Multiplication (bMatMul)


2. Convolutions:

- Multi-Channel Convolution (MCC)

- Capsule-Style Convolution (MCC_Capsule)

[1] Chen et al., “TVM: An Automated End-to-End Optimizing 
Compiler for Deep Learning”, OSDI’18


[2] Verdoolaege et al., “Polyhedral Parallel Code Generation for 
CUDA”, TACO’13


[3] Bondhugula et al., “PLuTo: A Practical and Fully Automatic 
Polyhedral Program Optimization System”, PLDI’08

Data Characteristics

Computation No. Sizes Basic Type

1 2²⁴ 2²⁴ fp32

2 10⁷ 10⁷ fp32

1 4096x4096 4096 fp32

2 8192x8192 8192 fp32

1 1024x1024 1024x1024 fp32

2 1x2048 2048x1000 fp32

1 64x10 500x64 fp32

1 16x10x64 16x64x500 fp32

1 1x512x7x7 512x512x3x3 fp32

2 1x230x230x3 64x7x7x3 fp32

1 16x230x230x3x4x4 64x7x7x3x4x4 fp32

2 1x230x230x3x4x4 67x7x7x3x4x4 fp32
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Performance results for ML kernels on GPU and CPU:

We achieve high performance compared to  
state-of-the-art machine- and hand-optimized approaches

GPU:
CPU:

OURs TVM
PPCG
Pluto

PPCG+ATF
Pluto+ATF

Hand Optimized (cuBLAS, cuDNN)
Hand Optimized (oneMKL, oneDNN, EKR)

NVIDIA Ampere GPU
Dot

Sp
ee

du
p

MatVec

MatMul

Sp
ee

du
p

MatMul^T bMatMul

Deep Learning

MCC

Sp
ee

du
p

MCC_Caps

Intel Skylake CPU
Dot MatVec

MatMul MatMul^T bMatMul

Deep Learning

MCC MCC_Caps
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We introduce a systematic ML code generation process:

- Fully automatic, by separating optimization concerns across abstraction levels


- Designed to be systematically extensible for new target ML models (Triton, etc)


- Formal foundation, based on algebraic MDH formalism


- High performance on different architectures (including GPUs and CPUs)

Future Work:

- Show how our design contributes to aggressive kernel fusion optimization


- Exploit ML-specific hardware extensions


- Assembly-level targets (PTX, …)


- Sparse Computations


- …



https://richardschulze.net
r.schulze@uni-muenster.de

https://atf-tuner.org

Code 
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Richard 
Schulze

Questions?

Ari  
Rasch

https://arirasch.net
a.rasch@uni-muenster.de
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